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1. Introduction  

Eyes can provide some information’s about brain activities by analyzing the pupil. For example, 
doctor tested brain activity by giving light to eyes manually. By using pupil reaction, some 

researcher  find that it related with brain activities [rat analysis]. Some researcher  also mentioned 

that the pupil also related with audio and visual stimulation [1]. The visual stimulation is also 
important to practice the focus. When the eyes are focused to an object, it will change the retina 

size [1]. The effect of the stimuli will change the retina size. The First stage to do is to create a 

model to detect eyes in real time using processing.  

The method to detect specific object from images is called object detection. The common object 
detection is provided by OpenCV applying Haar Cascade method [2]. Nowadays, object detection 

is combined with Machine Learning and Deep Learning method. Both Machine Learning and Deep 

Learning method will produce a model to classify images [3], [4], [5], [6] and detect an object. One 
of the Deep Learning method is landmark [7]. Landmark detection will mark the face based on 

parts. The method provides some number for each part. There are two kind of landmark methods 

which  have points 68 and 128 points. The others Deep Learning methods have been developed to 
detect object such as YOLO [8], SSD MobileNet [9], and Fast RCNN which based on 

Convolutional Neural Network (CNN). Object detection model is created by using several methods 

which are pre-trained, transfer learning, and training from scratch.  

The proposed of this research is to present the eyes modelling by using RGB images. The eyes 
model was trained from scratch with our own dataset. To create the model, Mask RCNN method 

was selected to perform the eyes model for RGB image.  The deep learning process have two steps 

ART IC LE  INF O  

 

ABST RACT   

 

 

Article history 

Received August 21, 2021 

Revised October 7, 2021 

Accepted November 15, 2021 

 Object detection is one of Deep Learning section in Computer Vision. 
The application of computer vision is divided into image classification 
and object detection. Object detection have target to find specific object 
from an image. The application of object detection for security are face 
recognition, and face detection. Face detection have been developed for 
medical application to identify emotion from faces. In this research, we 
proposed an eye modelling by using Mask RCNN. The eye model was 
applied in real time detection combined with OpenCV. The dataset was 
created from online dataset and image from webcam. The model was 
trained with 4 epochs and 131 iterations. The final model was 
successfully detected eye from real-time application. 
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which are training and deploying model in OpenCV. The Tensorflow-GPU is applied in this 

research to train dataset achieving the model. The final model will run on OpenCV by deploying 

the model which have type as hdf5 (h5). The training will run in 4 epochs and 131 iterations. 

Finally, the model will be tested by using image file and image from webcamera. 

2. Methods 

2.1.       Data Collection 

The dataset of this research was captured with webcam directly. The dataset image was built from 

150 images. The image was captured by using webcam and saving in RGB format. The JPEG type 

was selected to save the images. Fig. 1. displays the example of dataset images. The image is not 

only for eyes images, but the image  also contain all of face part.  

 

 

 

  

   

Fig. 1  Eyes sample image. 

2.2.       Labelling Object 

The object detection dataset have to provide a label to locate the object location in image. The 

labelling process was done manually by using an open source software. Fig.2 depicts the labelling 

process by using LabelImage software. The labelling process produced the xml file which contain 

the object location. Fig.2.(a) depicts the image with specific objects which are eyes. Based on the 
image, there are two objects in one frame which are right eye and left eye. Fig.2.(b) shows the xml 

file which have object location and label. The object location have value which are xmin, xmax, 

ymin, and ymax.  

 

(a) 
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(b) 

Fig. 2  Object labelling and object location. 

2.3.         Mask RCNN 

Figure 3 depicts the Mask RCNN architecture. Basically, Mask RCNN is almost the same with Fast 

RCNN, but the different is the instance segmentation. By applying instance segmentation, the Mask 

RCNN output will be segmented. Mask RCNN supports both object detection and object 
segmentation. Fig 4 shows the stage of Mask RCNN process. 

 

Fig. 3  Mask RCNN Architecture 

 

2.4.         Hardware and Software Preparation 

The hardware was provided for the training process depicted in table 1. GPU was necessary in the 

training process to speed up the time process for eye modelling. Tensorflow-GPU version 1.12 was 

selected to handle the training process with Keras support. Beside the Tensorflow-GPU, OpenCV 
was also installed to run the model in real time application using webcam.   

Tabel 1. Hardware Specification 

Hardware Specification 

CPU Core i7 

GPU GTX 750M (2G) 

Memory 16G 

Webcam Logitech 
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3. Results and Discussion 

The training process was done in 4 epochs and 131 iterations. The training time was approximately 
7 hours. Based on training, the eyes model were saved into hdf5 files. All the models were tested to 

The test-image to find the best model performance . Fig. 4 depicts the tested images with 1st model. 

The red rectangle in image represented the predicted object from image. The first model have error 
when predicted the first image. The model predicted eyes as one object. The object should be 

predicted as two objects which were left eye and right eye. The others image were correctly 

predicted. 

Figure 5 depicts the result of 2nd model prediction of images. The first image was predicted with 
wrong object. The model classified two eyes as one object. The other images were successfully 

predicted as eye for every image. Fig.6 shows the tested image with 3rd model. Some errors were 

found which were shown by 3 rectangles in image. It should have two rectangles from 1 image. 
Fig.7 shows the tested image with the 4th model of Mask RCNN. Every eye in images were 

successfully predicted. The 4th model was selected as final model in this research. 

 

Fig. 4  Tested image with 1st model. 

 

Fig. 5  Tested image with 2nd model 
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Fig. 6  Tested image with 3rd model 

 

Fig. 7  Tested Image with 4th model 

Figure 8 shows the real-time testing by using webcam. The program was combined with OpenCV 
to display object in real time app. The eyes were detected and localized by using Mask RCNN 

model. For example in Figure 5 (a), the eyes were detected with 0.893 predicted for left eye and 

0.907 right eye predicted.  

 

  

(a)                          (b) 

Fig. 8  Mask RCNN eyes detection 

4. Conclusion 

The eye modelling in this research was trained by using Mask RCNN method. The dataset was 

created by capturing image directly using webcam. The dataset images were not only captured by 
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webcam, but also downloaded from online dataset.  The total image were 150 to perform the eye 

dataset. The training model was run with 4 epochs and 131 iteration. Finally, the 4th model was 

selected as the best model. Because it could predict all tested image correctly. The weakness of this 

research is the GPU capability lower than the minimum requirement of deep learning method.  

For future works, this model will apply in high GPU capacity to increase the prediction speed. This 

model will develop to measure the retina size. 
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