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1. Introduction  

The current world is moving from paperwork to digital work where everything is getting digitized in 
our day-to-day life starting from social media networks to the online classroom, sending messages 

on Twitter to uploading social media photos on social media networks like Facebook. Processing and 

getting the exact extract with such a large dataset is never an easy task. Also, the online Facebook 
dataset does not contain not only text data but images and special characters as well. This data type 

cannot be processed in any traditional tool. Hence, to overcome these challenges, there was a demand 

for any special type of tool and methodology which was capable of solving these types of data. 
Hadoop Eco-system and Map-Reduce were invented to solve these issues. As per information 

available on Statista [1] , globally, the total amount of data inflow and outflow in the year 2020 

increased to 64.2 Zettabytes, for the year 2021 the same was 79 Zettabytes and the same data inflow 

and outflow is expected to be around 180 Zettabytes by the year 2025. This change of digitization 
has taken place due to a variety of usage of the internet these days. On the other hand, Forbes suggests 

that there will be the requirement of 150 Zettabytes [2] of real-time data processing will be required 

by the year 2025. These days social media platform has become the most convenient way to share 
thoughts and ideas these days because of the high popularity of social networking sites. The data type 

available online is of multiple types, sources, and formats [3]. Since these shared social networking 

sites are available to all, finally results in the generation of a high volume of data. Since this 
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information is available to all, it provides an option for further debugging and extracting relevant 

information from these data for which Hadoop Eco-system [4] [5] is considered to be the best.  

Since the people on the social media network are connected to each other directly or indirectly, the 

whole dataset creates a group network. The social media network consists of interconnection with 
each other with the primary or main nodes and the leaf nodes. The nodes in the network are connected 

with each other as a linked community on the social network where every day the people are 

connected with each other and contribute or share their thoughts and ideas. The additional feature of 

social networks is that people are connected with each other directly or indirectly. As the people on 
the network keep sharing their thoughts and ideas, the social network is considered as dynamic in 

nature. On any particular website like Facebook or Twitter, thousands of people create novel links 

or destroy them. Thus the links on these websites among people are temporary. Since the coverage 
is very much diversified in terms of location or people with a different mindset, it is considered a 

perfect platform for extracting the facts and trends about the connection and their relationship.   

Data mining: It is considered the proven tool and technology to process the available data set with 

the intent of getting useful information that is not obvious but hidden in nature. This technique is 
intended to unearth the unidentified information available within the dataset. Since the majority of 

the data information available is unstructured in nature, the memory requirement is increasing 

extensively [6]. Also, the concept of multi-threading increases the requirement of memory usage 

while doing distributed data processing [7]. A lot of available data processing techniques like 
centrality measure is available to perform this task. This information can be local or global in nature. 

The available information can be small (small sample from the full dataset) or large in nature. As per 

requirement, a data processing technique is applied. For the large dataset, a technology which is 
known as Big Data is applied. It is a Data Intensive technology popularly being used in Information 

technology, data science, and related business. Big data is not only concentrated on the Hadoop-

related problem, rather it is a proven mechanism where data is stored, processed, and the derived 

outcome for either direct usage or as feed data for further analysis. Open source tools and concepts 
like Map-Reduce [8] and spark [9] are the optimal solutions to solve the big data-related problem 

statement where as there are multiple developers who work on traditional Application programming 

interface (API) [10] based solutions to solve the big data related solution. Big data is considered a 
base for data processing, and sourcing for the target application along with a required conclusion 

derivative technique. Map-Reduce in Hadoop Eco-System creates a cluster to enable parallel data 

processing [11]. In the traditional database, the data is stored in rows and columns whereas in HDFS 
(Hadoop Distributed File System) the data is stored in a distributed fashion. Generally, traditional 

databases are secure in nature. In addition to having the capability of processing large datasets, the 

Hadoop Ecosystem is quite fault tolerant [12]. Hence, the transaction from Traditional databases to 

distributed databases following issues are likely to occur and have a resolution of the following. 

 Maintain the meaning and integrity of the dataset 

 Ensure to have data security for unauthorized access 

 Data ownership along with privacy 

 Maintain the relationship in the dataset          

Measuring the centrality of nodes is a major activity in data science-related activity which requires a 

lot of computations possible in small graphs. Managing and extracting information from small graphs 

is easy and possible whereas for large graphs the centrality measurement of a node is too expensive 
[13]. Computation of the shortest path between vertices pair is the requirement of betweenness 

centrality and it is possible only in the case of small graphs. With the extension of data and graphs, 

it becomes time-consuming. The high volume of data comes with lots of computation complexity 
and it’s really tough to decrease the computational complexity [14]. This is applicable to all types of 

algorithms. Traditional methods which derive the outcome have millions of nodes existing in the 

graph. To analyze the multiple nodes in a single graph becomes practically impossible to be analyzed. 

The problem statement becomes worse when the work is done for the real-world network problem 
like a social network where everything is dynamic in nature and the direction keeps on changing very 



ISSN 2722-2039 International Journal of Data Science 3 
Vol. 5, No. 1, June 2024, pp. 1-18 

 

Rajnish Kumar  et.al (Identification of Influential Nodes in Social Network: Big Data - Hadoop) 

frequently [15]. New nodes keep on adding to the network whereas old nodes get detached 

frequently.  

In the present work, we have suggested an approach to solving the identification of influential node 

issues for the dataset which is very big in nature by the implementation of Hadoop Eco-system, 
MySQL, Python, and Power BI. For the smaller set of data, Python is a very effective tool to use but 

for large datasets, python cannot be effective because of the noise and variety of data in the dataset. 

To make the data in a usable format, the data must be processed in Hadoop first and then data analysis 

to be done in Python, and finally the plotting to be done in PowerBI. 

2. Historical Evidence  

A lot of historical work is done in the same context. Oktey and Balkir [16] have worked on distance 

measurement in big data networks. Distance calculation was considered a key factor in the social 

network mining application and implementation. For example, centrality and clustering using the 
MapReduce parallel processing framework to powerfully and precisely evaluate the distance for the 

large networks by the suggestion of a network structure index on the map-reduce framework 

supposing that networks are undirected and are unweighted. Kang and Spiros have worked on the 

centrality algorithm. The centrality for the node was calculated for a very huge graph consisting of 
millions of nodes in the network with the implementation of centrality measures. Behnam worked 

on the analysis of the network with the target of getting the interconnection among the different 

nodes. This is also known as behavioral analysis. The hypothesis defined in his project was the 
ranked-based measurement for behavior. The influential rank identification was a major factor in the 

analysis and hypothesis establishment [17]. In his experiment, he has established that the influential 

node rank is higher than other neighboring nodes in the network. Both streaming and non streaming 

data are processed in Map-Reduce and Spark [18]. 

Considering the work done by the previous research scholars, their work majorly focuses on the 
identification of influential nodes using a new method with the implementation of a map-reduced 

framework. It was lean towards proposing a new method for the identification centrality measure or 

the node ranking. Additionally, it was directed toward working on a small network. To short out the 
problem statement and overcome the existing limitation, in our approach, the work has been carried 

out to implement the usage of traditional centrality algorithm on large social media networks using 

Apache Hadoop and Map-reduce framework [19] with known limitations. The map-reduce has the 
option of scaling up high-volume data processing in a very less time frame on the distributed data 

platform. 

3. Materials and Methods 

Following is the list of algorithms taken into consideration, 

3.1 Degree Centrality 

The degree centrality is termed as the immediate risk on the node for getting impacted by the inflow 

within the same network. Here is the discussion about the impact of overall network flow on any 

particular node. For example, on any social media network, overall data flow on Twitter is influenced 

by some specific nodes or person’s presence on the network. A similar case can be seen for the virus 
infection on the human body where because of the presence of a certain virus, the overall body gets 

impacted. The degree centrality for any vertex v, for the graph G=(V, E) where |V| is termed as the 

number of vertices and |E| is the number of edges in the network is defined as: 

����� = ��	
�����                          (1)[20] 
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3.2        Betweenness Centrality 

The betweenness centrality defines as the effective methodology for detecting the quantum of 

influence given by any particular node on the overall network by the flow of information on any 
graph. Generally, used for the identification of nodes that act as a bridge or connector from one part 

to another part of the graph ie calculating the shortest path between different pairs of nodes within 

the graph for any network. 

����� = 
� ≠ � ≠ ���
������

���
                          (2)[20] 

Where  

���: The total number of shortest paths from node � to �  

������: Number of those paths which pass through � 

3.3       Naive Forecasting Model 

The distance of a node is termed as the sum of the distances of any particular node from every other 

node in the network where as the closeness is termed as the sum of the shortest distance of any 

particular node from all other available nodes in the network. Hence, closeness can be considered as 
the reciprocal of fairness. The node which is more in the center of the network, the less the distance 

of the same node from other available nodes. Hence it can be said that the shortest path distance is a 

base tool for the identification of closeness centrality. But still, it is proven that this concept is not 

correct for all types of circumstances. 

���� =
�

��� ��, �
                          (3)[20] 

4. MapReduce and Hadoop 

MapReduce is a framework for writing real-time applications in which the processing of large 
amounts of data in GBs or TBs is done on commodity hardware . The data processing is done in 

parallel in the clustered environment in a fault-tolerant manner. A MapReduce framework divides 

the whole work into jobs and these jobs the whole dataset into a small set of data and which is 
processed by the map tasks in a parallel manner[Fig:1]. Both Map and Reduce work in a sequential 

manner [21]. The MapReduce frame first breaks the dataset into a small segment [22] which is 

arranged by the maps, and is further processed by the Reduced task [Fig: 2]. There are two trackers 

existing known as Master Job Tracker and Task Tracker. This tracker exists in the MapReduce 
framework per cluster node. The MapReduce framework work in a cluster mode which consists of 

master and slave node. The master node is responsible for tracking and scheduling the task for slave 

nodes, monitoring the overall execution, and the task which remains unexecuted is re-executed [23]. 
Slave nodes execute the task as per direction from the master node. When the dataset is less in size 

it becomes easy to mine the dataset and conclude the result but with the increase in data size, the size 

of the network increases eventually making it difficult to mine the complete dataset and network and 
finally determine the final required result. Hence the traditional data mining approach does not work 

in the case of large datasets rather pattern matching is the key approach for data mining. The finding 

is required for big data research and practices and data mining. There are multiple data collection 

tools like Sebek [24], Honeywall [25], Nepenthes [26], Kojoney [27], HFlow [28] and Capture-HPC 
[29] are tools for collecting the real time data.In addition to this, other tools like Apache Kafka and 

Apache Flume [30] are widely used tools available for data collection. The Apache kafka and Flume 

are very effective and useful tool for batch data processing. 

Therefore, the distributed frameworks technique for graph and data mining is becoming too popular 
these days. To handle large and big data, historical researchers propose the usage of a high-level 

programming model known as MapReduce which is used for processing high-volume data by the 
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usage of parallel processing and distributed computing on large nodes or machine clusters which are 

designed on the master-slave architecture on commodity hardware. As part of development, there are 

two approaches either understand the model & then use it or directly use the framework. The main 
advantage of using the model which is popularly known as the MapReduce model where users focus 

on the maps and reduce functions without bothering with the implementation for data distribution, 

the same data is processed on multiple nodes in the secondary slot. The primary node assigns the job 
for the secondary node which is further processed on commodity hardware. Graph mining algorithm 

was developed by Kang  for the Hadoop framework which included different approaches like finding 

the width of the network, and getting the interconnection between different connected components 

in a very large network graph.  This activity was done with the generation of a matrix vector in which 

graph mining was done on very large graphs. 

Figure 1. Computation within MapReduce 

 

Figure 2. Mapper and Reducer Data splitting 

Current Approach 

As part of the experimental analysis, the Hadoop ecosystem setup was done on commodity hardware 
having the operating system Ubuntu 20 on a multi-node cluster. Each node was consisting of a 4GB 

Ram 2-core processor and 100 GB storage on each of the boxes. The whole setup was done on-prem 

infrastructure. Though there was the possibility of using cloud-based infrastructure on the Google 
Cloud Platform (GCP) or Amazon workspace (AWS) because of certain constraints finally activity 

was done on on-prem infrastructure.  

Data Processing: For experimental analysis, the test data was taken from Kaggle. 

https://www.kaggle.com/datasets/sheenabatra/Facebook-data 

The dataset consists of 99903 rows and 14 columns. 
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Dataset : 

The data set is taken from the Kaggle website consisting of 99903 rows and 14 column 

network[Fig:3]. The network is designed from the available dataset. The whole network was 

designed with a combination of edges and a set of circles in the network. The circle was designed 
with nodes and edges that are undirected. The dataset was consisting of some noisy entries that are 

redundant in nature. These redundant entries were deleted from the available base dataset. The small 

set of networks collectively designs large networks Post removing the noisy data from the dataset, 

the normalization of data was done so as it is used by the algorithm of MapReduce. The dataset taken 

as CSV (Comma separated values) in nature so that it can be tokenized by MapReduce Framework. 

 

Figure 3. Facebook Data type 

Centrality Algorithm Implementation 

The <Key, Value> pair is the base for the implementation of the MapReduce framework ie 

interpretation of input data is done by the framework job as a set of <key,value > pair and the output 

is provided as <key,value> pair in the different form. For the analysis purpose, each of the entry keys 

is marked for Node ID, and distance measure is taken for value.  

Algorithm 1: Degree Centrality algorithm 

Degree Centrality 

algorithm.txt
 

Fig 4 below depicts the Degree centrality algorithm on the MapReduce framework. Here the data is 

taken in the input parameter in the <key,value> pair which is processed, and then further it is reduced 

by the reducer, and data is moved to the next stage. 

 

Figure 4. Degree centrality algorithm on MapReduce framework 

 

Algorithm 2. Betweenness centrality Algorithm 
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Betweenness 

Centrality algorithm.txt
 

Betweenness centrality is dependent on the entire graph and interdependency is lost with the division 
of data. The interdependencies are actually important to measure which is considered one of the most 

important limitations within the Hadoop ecosystem.  

In the current analysis, the intention was to overcome the dependencies of interdependencies within 

the dataset by a minimum spanning tree. The minimum spanning tree help during the reducing phase 

by joining the common nodes and thus resolving the interdependent shortest paths. 

 
Figure 5. Execution of betweenness centrality algorithm on MapReduce framework 

 

Algorithm 3: Closeness centrality Algorithm 

Closeness centrality 

Algorithm.txt
 

 

Figure 6. Execution of closeness centrality algorithm on MapReduce framework 

The number of paths, distance and degree cannot be zero because the nodes inside the graph are 

interconnected to each other. Hence the best approach for the closeness centrality identification 

[Fig :6] is to find the reciprocal of distance. 
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5. Implementation 

 

Figure 7. Hadoop Implementation Architecture 

Hadoop has a core concept of Master and Slave. In the current implementation, One master node and 

two data nodes were created [Fig : 7]. The master node consists of Name Node and Job tracker where 

as the slave consists of Data Node and Task Tracker. The task of the Job tracker is to get the details 

of the task being created within the Hadoop Ecosystem.  

Data Processing in Hadoop Eco-System : 

In order to process the large dataset obtained from Kaggle about Facebook, the Multi-Node cluster 

setup for Hadoop 2.7.3 was done on GCP ( Google Cloud Platform). In addition to Hadoop Eco-

System, for data analysis Python and PyCharm were used. For the Presentation of the data, Microsoft 
Power BI was used. The whole setup was done on commodity hardware including open-source Java 

11. For processing the data inside the Hadoop Eco-System, Apache Hive was used along with 

MySQL with JDBC data source. For the data movement before and after processing, Apache Sqoop 

was used which is able to do two-way data processing between Hadoop Eco-System and MySQL. 
All these setups were done with Ubuntu 20 with 4 core processors and 16GB RAM [31] with storage 

of 100 GB in Master as well as in the two slave machines. 

Post Installation the setup was confirmed with the JPS command in Fig[8] stating all daemons are 

up and running without any issues.  

 

Figure 8. JPS command output 

The file stored in the local file system was copied into the HDFS directory which was confirmed 

with the cat command inside the HDFS in Figure[9]. 
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Figure 9. Head and Tail output after Data import in HDFS 

Further, the hive table was created with the create table statement as below. 

create external table facebook_tbl 

( 
userid int,age int,dob_day int,dob_year int,dob_month int,gender int,tenure int,friend_count 
int,friendships_initiated int,likes int,likes_received int,mobile_likes int,mobile_likes_received 
int,www_likes int,www_likes_received int 
) 
ROW FORMAT DELIMITED FIELDS TERMINATED BY ',' 
LINES TERMINATED BY '\n' 
STORED AS TEXTFILE; 
 
Post creation of the table, the data was inserted in the hive table with the “Load Data” HiveQL 

command which was confirmed by the select statement in the hive table. 

Further, the data was processed inside the hive with the select statement with sum function for 100 

hundred nodes out of 99003 nodes in the whole data set with the below command in Figure[10].  

hive> select 

userid,sum(age+dob_day+dob_year+dob_month+gender+tenure+friend_count+friendships_initiate

d+likes+likes_received+mobile_likes+mobile_likes_received+www_likes+www_likes_received) 

AS `sum_value` from facebook_tbl group by userid sort by sum_value desc limit 100; 

 

 

Figure 10.  Head and Tail output after Data import in HDFS 
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Once the sum is done as a sum_value variable, the data is inserted in another hive table 

facebook_processed table with the insert statement [32].  

Hive> insert into facebook_processed(select 

userid,sum(age+dob_day+dob_year+dob_month+gender+tenure+friend_count+friendships_initiate
d+likes+likes_received+mobile_likes+mobile_likes_received+www_likes+www_likes_received) 

AS `sum_value` from facebook_tbl group by userid sort by sum_value desc limit 100); 

Figure 11. External Table in hive post-processing 

Post-processing the data in the hive table, the processed data was moved into the table 

facebook_processed for further analysis in MySQL. 

 

Figure 12. Map-Reduce to insert data in the external table 

After processing the data inside the hive table, the data is moved further in the MySQL table for 

further processing using the Apache Sqoop tool as shown in Figure[13]. Below Sqoop export 
statement was used for data movement from Hadoop to MySQL table which was confirmed by the 

select statement. For each of the process, inside Hadoop ecosystem, MapReduce function [33] is 

executed for mapping and reducing activity. 

sqoop export --connect "jdbc:mysql://localhost:3306/phd" \ 
   --username root \ 
   --password ******** \ 
   --table facebook_processed \ 
   --export-dir hdfs://localhost:9000/user/hive/warehouse/phd.db/facebook_processed \ 
   --input-fields-terminated-by '|' \ 
   --input-lines-terminated-by '\n' \ 
   --num-mappers 2 
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Figure 13. Sqoop Export activity 

6. Actual Result Extraction and Analysis 

Once the data is available inside MySQL, further processing is done in Python. As part of the activity, 

the Co-variance matrix, Eigen Value & Eigen Vector along with the following centrality measures 

were calculated for the top 100 nodes in the available dataset.  

6.1 Eigen Value and Eigen Vector 

Eigenvalue and eigenvector were computed for the top 100 Nodes available in the Facebook dataset 

using Python script [Fig:14]. 

Figure 14. Eigen Value and Eigen Vector 

Table 1. Betweenness Centrality for top 100 Nodes 

Betweenness 

Centrality 

Value 

node 

id 

Betweenness 

Centrality 

Value 

node 

id 

Betweenness 

Centrality 

Value 

node 

id 

Betweenness 

Centrality 

Value 

node 

id 

0.004476327 0 0.005760743 25 0.008091899 50 0.006182517 75 

0.004312992 1 0.006716126 26 0.004149246 51 0.006721459 76 

0.004802972 2 0.00509878 27 0.006300464 52 0.004517673 77 

0.004381601 3 0.006720242 28 0.006648596 53 0.005001688 78 

0.004481542 4 0.003542665 29 0.003898949 54 0.005121525 79 

0.005332263 5 0.003866528 30 0.003608417 55 0.005390086 80 

0.004989913 6 0.003970053 31 0.006817155 56 0.00481694 81 

0.005816029 7 0.007099378 32 0.006607189 57 0.005405561 82 

0.004910355 8 0.004455137 33 0.006473682 58 0.004582856 83 
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0.00528855 9 0.003950528 34 0.004897233 59 0.004373483 84 

0.004925876 10 0.005347055 35 0.004084775 60 0.00422479 85 

0.005303227 11 0.003796582 36 0.00637585 61 0.004921447 86 

0.004593215 12 0.00523771 37 0.003419892 62 0.004099452 87 

0.003994046 13 0.004793117 38 0.005247611 63 0.004614786 88 

0.005634864 14 0.005914435 39 0.003823754 64 0.00497586 89 

0.006729404 15 0.004869796 40 0.004166861 65 0.004398654 90 

0.005816907 16 0.005717724 41 0.003282443 66 0.003879844 91 

0.005755496 17 0.005506186 42 0.003814427 67 0.004040443 92 

0.003137765 18 0.004763371 43 0.004000215 68 0.003828644 93 

0.003560787 19 0.005003289 44 0.004006745 69 0.005293799 94 

0.003549137 20 0.00807948 45 0.00572517 70 0.005476698 95 

0.003795295 21 0.003625728 46 0.003813489 71 0.00607612 96 

0.005197688 22 0.003765082 47 0.004668499 72 0.004942767 97 

0.005065982 23 0.006575232 48 0.004692801 73 0.005016539 98 

0.005099556 24 0.007418954 49 0.006203377 74 0.007308706 99 

 

6.2 Betweenness Centrality 

For the Facebook dataset, betweenness centrality was calculated. It is considered as the significant 

mechanism for the detection of the influence of any particular node over the flow of information 

within the graph. The nodes which act as a bridge between one part of the graph to the other part of 
the graph and the betweenness centrality serve as the method of such node identification. The 

betweenness centrality algorithm help in calculating the shortest path between the pair of nodes 

within the graph. The higher value of betweenness centrality has more control over the network as 

the maximum information flow from that particular node. 

 

Figure 15. Betweenness Centrality BI Plot 

Table :1 and Figure 15 show the betweenness centrality for the Facebook dataset where it is quite 

evident that there are few nodes for which the betweenness centrality value is higher as compared 
with the other nodes available in the data set. The higher centrality value of a node depicts the higher 

influence of that particular node in the dataset network. 
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6.3 Degree Centrality 

The number of edges associated with any node is the degree of centrality of the node ie the higher 

no of nodes associated with any node, the more central that node will be. Additionally, the lesser 

number of nodes associated with any node the less central that node will be. This is considered as 

the most effective measure for the most influential nodes within the network. 

Table 2. Degree Centrality for top 100 nodes 

Degree 

Centrality 

Value 

Node 

id 

Degree 

Centrality 

value 

Node 

id 

Degree 

Centrality 

value 

Node 

id 

Degree 

Centrality 

value 

Node 

id 

0.424242424 0 0.545454545 25 0.606060606 50 0.494949495 75 

0.535353535 1 0.505050505 26 0.404040404 51 0.434343434 76 

0.545454545 2 0.535353535 27 0.535353535 52 0.414141414 77 

0.484848485 3 0.464646465 28 0.585858586 53 0.484848485 78 

0.505050505 4 0.434343434 29 0.404040404 54 0.505050505 79 

0.444444444 5 0.484848485 30 0.515151515 55 0.626262626 80 

0.474747475 6 0.535353535 31 0.515151515 56 0.484848485 81 

0.484848485 7 0.484848485 32 0.555555556 57 0.474747475 82 

0.393939394 8 0.565656566 33 0.474747475 58 0.525252525 83 

0.464646465 9 0.525252525 34 0.575757576 59 0.545454545 84 

0.545454545 10 0.494949495 35 0.505050505 60 0.505050505 85 

0.444444444 11 0.484848485 36 0.505050505 61 0.474747475 86 

0.505050505 12 0.555555556 37 0.535353535 62 0.494949495 87 

0.464646465 13 0.414141414 38 0.444444444 63 0.575757576 88 

0.464646465 14 0.565656566 39 0.474747475 64 0.555555556 89 

0.464646465 15 0.474747475 40 0.545454545 65 0.525252525 90 

0.474747475 16 0.555555556 41 0.545454545 66 0.595959596 91 

0.535353535 17 0.494949495 42 0.585858586 67 0.444444444 92 

0.585858586 18 0.585858586 43 0.494949495 68 0.585858586 93 

0.484848485 19 0.505050505 44 0.454545455 69 0.505050505 94 

0.434343434 20 0.606060606 45 0.474747475 70 0.585858586 95 

0.525252525 21 0.464646465 46 0.565656566 71 0.484848485 96 

0.484848485 22 0.565656566 47 0.575757576 72 0.474747475 97 

0.515151515 23 0.464646465 48 0.525252525 73 0.525252525 98 

0.565656566 24 0.505050505 49 0.484848485 74 0.505050505 99 
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Figure 16.  Degree centrality BI Plot 

The table:2 and Figure 16 show the degree centrality for the Facebook dataset where it is quite 
evident that there are few nodes for which the degree centrality value is higher as compared with the 

other nodes available in the data set. The higher centrality value of a node depicts the higher influence 

of that particular node in the dataset network. 

6.4 Closeness Centrality 

The closeness centrality is a measurement of the shortest distance average in the number for each of 

the vertex from each other vertex in the network. The closeness centrality is the inverse of any 
particular vertex in comparison with all other vertexes in the network in the context of the average 

shortest distance. 

Table 3. Closeness centrality for top 100 Nodes 

Closeness 

centrality value 

node 

id 

Closeness 

centrality 

value 

node 

id 

Closeness 

centrality 

value 

node 

id 

Closeness 

centrality 

value 

node 

id 

0.744360902 0 0.70212766 25 0.761538462 50 0.712230216 75 

0.707142857 1 0.733333333 26 0.712230216 51 0.697183099 76 

0.727941176 2 0.727941176 27 0.678082192 52 0.75 77 

0.673469388 3 0.75 28 0.727941176 53 0.717391304 78 

0.761538462 4 0.744360902 29 0.733333333 54 0.707142857 79 

0.697183099 5 0.744360902 30 0.722627737 55 0.707142857 80 

0.755725191 6 0.717391304 31 0.692307692 56 0.673469388 81 

0.75 7 0.682758621 32 0.682758621 57 0.744360902 82 

0.727941176 8 0.697183099 33 0.722627737 58 0.727941176 83 

0.6875 9 0.733333333 34 0.733333333 59 0.722627737 84 

0.727941176 10 0.707142857 35 0.682758621 60 0.6875 85 

0.722627737 11 0.755725191 36 0.707142857 61 0.733333333 86 

0.722627737 12 0.707142857 37 0.761538462 62 0.697183099 87 

0.717391304 13 0.755725191 38 0.697183099 63 0.733333333 88 

0.722627737 14 0.707142857 39 0.717391304 64 0.70212766 89 
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Closeness 

centrality value 

node 

id 

Closeness 

centrality 

value 

node 

id 

Closeness 

centrality 

value 

node 

id 

Closeness 

centrality 

value 

node 

id 

0.733333333 15 0.712230216 40 0.6875 65 0.733333333 90 

0.717391304 16 0.655629139 41 0.73880597 66 0.707142857 91 

0.707142857 17 0.73880597 42 0.673469388 67 0.733333333 92 

0.712230216 18 0.722627737 43 0.73880597 68 0.727941176 93 

0.673469388 19 0.678082192 44 0.744360902 69 0.712230216 94 

0.744360902 20 0.6875 45 0.73880597 70 0.70212766 95 

0.682758621 21 0.733333333 46 0.712230216 71 0.707142857 96 

0.792 22 0.6875 47 0.692307692 72 0.712230216 97 

0.70212766 23 0.73880597 48 0.744360902 73 0.707142857 98 

0.722627737 24 0.70212766 49 0.75 74 0.697183099 99 

 

 

Figure 17.  Closeness Centrality BI Plot 

The table:3 and Figure 17 show the degree centrality for the Facebook dataset where it is quite 
evident that there are few nodes for which the closeness centrality value is higher as compared with 

the other nodes available in the data set. The higher centrality value of a node depicts the higher 

influence of that particular node in the dataset network. 
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6.5 Individual and Collective Analysis of Facebook Dataset 

 

 

Figure 18.  Closeness Centrality BI Plot 

Using the Hadoop Eco-system and data processing inside the Apache Hive, the initial analysis of 

DOB year was done and further, the plot was done in Power BI clearly indicating that the maximum 

footprint for the activity was for the age group starting 1995 till 2000 whereas the footprint for the 
age group less than that is minimum. Also, some occurrences of data is seen that are earlier than that 

which is considered as the noisy data in the available dataset and has no significance in actual data. 

Hence these data were removed before the actual data analysis.  

Additionally, in the last part of the analysis, all three observations, betweenness centrality, degree 

centrality, and closeness centrality were merged against the node id which shows a similar trend. But 
since in the current analysis, the focus was on the usage of the Hadoop eco-system in the data analysis 

which is majorly been used for processing the large dataset by using the RDBMS capability of 

MySQL. 
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Figure 19.  Closeness Centrality BI Plot 

7. Conclusion and Future Scope of Activity 

From the experimental analysis, historical evidence, and different BI plots, it is quite evident that for 
the dataset readiness and processing of a very large dataset, the Hadoop ecosystem is the best. Similar 

processing can be done in both traditional databases as well as in other tools like MS-SQL/Oracle 

but these come with some limitations like licenses and limitations of data processing. The Hadoop 
ecosystem can easily be integrated with RDBMS like MySQL which is again an open source for data 

storage. The Whole setup of the Hadoop Eco-System can be done on both On-Prem architecture as 

well as on a cloud-based system that can be accessed across the globe. The processing in the Hadoop 

system because of its architecture is very fast. Also, the plots and analysis using Power BI are very 
impressive and conclusive. Also, the data set extracted as part of different analyses can be merged to 

do a hand-to-hand comparison. 

As part of the future scope of activity, similar analysis can be done on a more micro level and a 

different set of data using other open-source tools. Also, the experimental analysis can be leveraged 
not only to social media but other expects like health care, telecom, and other domain in addition to 

real-time online data like tracking of flight movement in open space using the Hadoop eco-system. 
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