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1. Introduction  

The natural world is widely known to be at risk during droughts. It results from significant rainfall 
deficits that modify the land's productive structures and create hydrological disparities. According to 
Um et al. (2017), droughts occur in all climatic regions, regardless of monthly rainfall averages. 
Drought is thought to be an ecological disaster distinct from other environmental disasters due to its 
stable character (Yue et al. 2018). Liu et al. (2018) discussed how droughts develop gradually and 
have long-lasting effects that spread slowly and become critical over time, even after they have 
ended. According to research, droughts, often referred to as dry spells at the beginning or end of each 
season, have been occurring continuously since the turn of the 20th century (Lester, 2006). This is a 
common occurrence in the Sudano-Sahelian region of Nigeria, yet there has recently been a 
significant amount of ambiguity around it. It has the potential to wipe out humanity, the physical 
biosphere, and agricultural products (Gidey et al., 2018). This is accurate given that large portions of 
Northern Nigeria are situated between 9 and 14 degrees north latitude, inside the Sahel and Sudan 
regions, which are frequently affected by droughts(Nyong et al., 2007). The six vegetation zones that 
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 Drought is widely known to put the ecosystem at risk. It ensues when 
there is a major rainfall shortage that causes hydrological discrepancies 
and alters the land productive structures. The degree of rainfall influences 
the growth and harvests of maize, particularly where irrigation is not 
practicable. In some parts of northern Nigeria, rainfall is unpredictable 
and often lower than the quantity needed for a viable crop. For the 
detection, classification, and control of drought conditions, drought 
indices are used. There has been notable progress in the last few years in 
terms of modelling droughts by utilizing statistical or physical models. 
Despite the successes documented by most of these approaches; a plain, 
effective, and well-built statistical model is the artificial neural network 
(ANN). The use of artificial neural networks (ANN) to evaluate the 
impact of drought indices on maize output in the 17 northern Nigerian 
states is presented in this research. For a 25-year period from 1993 to 
2018, observed annual data of drought indices, RDI, and the Palmer 
drought indices, which comprise SCPDSI, SCPHDI, and SCWLPM, as 
well as maize yield (measured in tonnes) in Northern states of Nigeria. 
The ANN model was evaluated using several activation functions 
(sigmoid, hyperbolic tangent, and rectified linear unit), hidden layers (1, 
2, and 3), and training sets (70%, 80%, and 90%). The Mean Square Error 
(MSE) was employed to evaluate each ANN model's performance. In 
summary, most of the states' lowest mean square errors (MSEs) were 
generated via RELU.  Also, as the training percentage increases, the mean 
square error increases. 
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make up Nigeria are the Sahel grassland vegetation areas, the Coastal Mangrove Swamp Forest, the 
Rainforest, Southern Guinea, Northern Guinea, and Sudan. Local variations exist between these 
vegetations in terms of weather structure. One of the most important food crops in Nigeria is maize, 
a cereal of great importance. Owing to its inherent adaptability, it is the most extensively cultivated 
crop in the nation, growing in both the arid Sudan savanna and the moist evergreen forest zone. Its 
insensitivity to photoperiod allows it to be cultivated year-round, giving it even more versatility non 
terms of growth methods. In the Guinea and Sudan savannas of northern Nigeria, it is one of the most 
significant grain crops. Traditional crops like sorghum and millet have lately lost ground to maize as 
a major crop. With 10.2 million tons of maize harvested from 4.8 million hectares in 2018, Nigeria 
emerged as Africa's top producer (FAO, 2018). Agronomists and breeders have worked together to 
develop several technologies, including as low-nitrogen, disease-resistant, drought-resistant, and 
Striga-resistant cultivars. (Kamara and others, 2014). Harvests in the Nigerian savannas remain low 
despite the availability of these types. 

There are numerous records of drought events that caused famines in Northern Nigeria, including the 
droughts of 1903 and 1911–1914 (Shiru et al., 2018). According to Abaje et al. (2013), there were 
more droughts in 1919, 1924, 1935, 1951 to 1954, 1972 to 1973, 1984 to 1985, 2007, and 2011. 
Farming is the most profitable industry in the area. In addition, the area is well-known for its 
agricultural products, which include wheat, sorghum, millet, and maize (Eze, 2017). Nigerian 
agriculture, especially in the north, depends primarily on rain and is thus subject to the vagaries of 
unpredictable rainfall patterns (Tiamiyu et al., 2015). Due to the years of heavy rainfall, households 
in the area have enjoyed bountiful harvests from both agricultural and animal husbandry. Conversely, 
in the event of insufficient rainfall, the household experiences low crop productivity and crop failure, 
resulting in animal deaths and malnutrition.  (Eze and colleagues, 2018).    

Drought indices are used to identify, categorize, and regulate drought situations. They support 
decision-making processes by enabling the quantitative assessment of the degree, duration, and 
spatial scope of aberrant weather circumstances. The Standardized Precipitation Index (SPI), 
Standardized Precipitation Evapotranspiration Index (SPEI), Palmer Drought Severity Index (PDSI), 
Standardized Runoff Index (SRI), and Reconnaissance Drought Index (RDI) are just a few of the 
many drought indices that have been developed to evaluate droughts. SPI and PDSI are the two most 
often utilized indices among them (Tsakiris et al., 2005). People in this region of the country are 
greatly distressed by the drought crisis, but politicians are either unaware of the causes of the issue 
or have not given them much thought. The degree to which the most widely used drought indices can 
determine the effects of drought on susceptible systems is now the subject of a scant systematic 
investigation. This study's primary goal is to evaluate the impact of drought indicators on maize 
output in Nigeria's northern region by utilizing artificial neural networks (ANNs).  The remainder of 
the piece is organized as follows: The findings and discussion are presented in section three, the 
material and methodology are presented in section four, and the conclusion is given in section five. 

2. Materials and Methods 

2.1 Study Area and Data 

Nigeria, a country in West Africa is the largest country in Africa. It has distinguished demographic 
characteristics in Sub-Saharan Africa and shares a border in the North with Niger, at North East 
Chad, at East Cameroon and also Benin in the west region. Nigeria at 9.0820º N, 8.6753 º E is a 
tropical region at the extreme inner corner Gulf of guinea which is on the west coast of Africa, which 
has an area of 923,768 square km and a coastline of 85km. the country is 1,045 km long and 1,126 
km wide. Nigeria comprises 36 states and the country capital Abuja which has the Federal Capital 
Territory. Nigeria is made up of 36 states plus the Federal Capital Territory, which is located in 
Abuja, the nation's capital. There are six geopolitical zones in Nigeria. Nigeria's states and 
geopolitical zones are home to a diverse range of ethnic groups and cultures. Although there are 
many more religions practiced in the nation, Islam and Christianity are the two most common. 
Historically, Islam has shaped the culture of the northern part of the nation, which is home to several 
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significant Islamic states. In the past, the southern areas were home to mighty states like the Ife 
Confederacy, the Oyo Empire, and the Benin Empire. Nigeria's culture was greatly impacted by 
British colonial authority, which introduced English as the primary official language rather than any 
of the more than 500 regional languages spoken there. 

Desertification is being brought on by decreasing rainfall in Northern Nigeria's already-deserted 
areas. The Sahara Desert is moving southward at a rate of 0.6 km annually, yet the northern region 
of Nigeria is blessed with a vast area of arable land that has historically provided a key means for 
farming and other economic operations (Abubakar, 2013). Because of this, Nigeria loses over 
350,000 hectares of land to desertification each year. Communities in 11 states in the North have 
seen a change in population as a result of this. It is estimated that Nigeria loses over $5 billion 
annually due to drought and rapid desertification. Desertification is putting over 5 million farm 
animals at risk of extinction. 

 
Figure 1. Map of Nigeria showing the Northern states, Saki et al., (2019) 

The 19 states that make up the Northern region of Nigeria are divided into the North East, North 
West, and North Central geopolitical zones, along with the Federal Capital Territory. The states of 
Adamawa, Bauchi, Borno, Gombe, Taraba, and Yobe are included in the Northeast region. The states 
of Jigawa, Kaduna, Kano, Katsina, Kebbi, Sokoto, and Zamfara are included in the North West. The 
states of Benue, Kogi, Kwara, Nasarawa, Niger, Plateau, and FCT are all part of North Central. The 
seventeen (17) Northern Nigerian states of Adamawa, Bauchi, Borno, Gombe, Yobe, Kano, Katsina, 
Kebbi, Sokoto, and Zamfara, as well as the states of Benue, Kogi, Kwara, Nasarawa, Niger, Plateau, 
and Federal Capital Territory, were the subjects of this study. The Palmer drought indices, which 
comprise SCPDSI, SCPHDI, and SCWLPM, as well as observed annual data on drought indices and 
maize yield (measured in tonnes) in Northern states of Nigeria were acquired. The collected 
information spanned 25 years, from 1993 to 2018. 

SCPDSI stands for Self-calibrated Palmer drought severity index  

SCPHDI stands for Self-calibrated Palmer hydrological drought index  

SCWLPM stands for Modified/Weighted Palmer drought severity index  

RDI stands for Reconnaissance Drought Index.  
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2.2        Artificial Neural Network (ANN) 

ANNs are straightforward statistical models that have been applied to a wide range of tasks in the 
engineering, earth science, medical, hydrological, and other fields. These tasks include forecasting, 
curve-fitting, and regression. ANN models analyze data and perform tasks like predicting and 
classification. Unlike other models that rely on prior postulations, the network model in the building 
procedure is evaluated based on the nature of the data. The levels of an ANN arrangement are 
arranged as input, hidden, and output levels. Every level has neurons, which are linked components. 
The key components of the ANN models used to fix a hitch are their weights. To prevent the output 
from growing larger, the weighted input total as well as the bias terms are fed into an activation 
function. Sets of activation functions that are often used are the Rectified Linear unit (ReLU), 
hyperbolic tangent, and sigmoid functions. 

� = ���� +  	
 = ∑ ���  +  	
                          (1) 

Output =  sum �weights ∗ inputs� +  bias                          (2) 

Inputs: RDI , SCPDSI, SCPHDI and SCWLPM 

Output: maize yield in tonnes 

In conclusion, the information supplied to the input layer introduces the dissemination of facts. As a 
result, the network modifies its weights and applies a learning algorithm to choose a combination of 
weights that produces the least amount of error. We call this process "training." A current 
independent testing set is utilized to validate the trained model following the completion of the 
training process. An effective way to stop overfitting and simplify is to use a dropout regularization 
technique. 

2.2.1       ANN Model Development 

To estimate the drought indices and maize yield in this study, a multilayer perceptron (MLP) feed-
forward network was employed. By updating the weights between each node, the multilayer 
perceptron decreased the error between the observed values and the outputs of the ANN model. 
Important issues arise from the extremely nonlinear nature of the observed variables and their 
multiple interrelations in the modeling of hydrological processes. The amount of hidden neurons and 
nodes, together with the selection of an appropriate model architecture, are critical factors in 
modeling such large inputs.  As of now, there are no exact approaches for issues like the number of 
hidden layers and hidden nodes that ought to be included in an ANN model. To determine the ideal 
number of nodes for the hidden layer, a trial-and-error approach was therefore adopted. For this 
study, the data was divided into training and test sets. The test data were not included in the process 
of creating the artificial neural network (ANN) model, which was used to assess the predictive power 
of the model over the 25-year period from 1993 to 2018. The test data were divided into different 
training and testing sets (70%, 80%, 90%), hidden layers (1, 2, 3), and activation functions (sigmoid, 
hyperbolic tangent, repaired linear unit). As a result, the findings in the results section represent 
estimates of the ANN's performance using the test set of data. The following equations are used to 
normalize all of the input data. 

�� = �� 
�� !"#

, %&� ≥ 0                          (3) 

�� = �� 
|�� ! *| , %&� < 0               (4) 

Where %&� is the observed value, %& ,�- and %& ,./   are respectively the minimum and maximum 
data in the input time series. 
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2.2.2      Activation functions 

The basic way to perceive how neural networks are handled is by using their activation functions. A 
mathematical function that converts an input variable to an output variable is called an activation 
function. Neural networks operate similarly to linear functions by default for activation functions. 
When the input and output variables are exactly related, the function is said to be linear. 

However, the majority of the constraints that neural networks attempt to solve are intricate and 
nonlinear. To achieve the nonlinearity, the activation functions are employed. High-level polynomial 
functions are known as nonlinear functions. A nonlinear function's graph combines the complicating 
factor and is curved. Activation functions provide neural networks their nonlinearity and make them 
precise approximations of universal functions. 

A. Sigmoid 

The sigmoid function is a mathematical function that gives a sigmoidal curve; a characteristic curve 
for its S shape. This is the oldest and frequently used activation function. This compresses the input 
to any value between 0 and 1 and makes the model logistic. This function is known as a special case 
of logistic function defined by the following formula: 

���� = 1/1�1 + 	2/�     (5) 

B. Hyperbolic tangent 

Another common and mostly utilized activation function is the tanh function. This is a nonlinear 
function, characterized in the scale of values (-1, 1). One thing to make clear is that the gradient is 
better for tanh than sigmoid (the derivatives are steeper). Settling between sigmoid and tanh will be 
based on the gradient strength prerequisite. Like the sigmoid, tanh also has the missing slope 
constraint. The function is specified by the formula: 

���� = tanh ���     (6) 

This looks like sigmoid; it is a scaled sigmoid function. 

C. Rectified Linear Unit 

Rectified Linear Unit (ReLU) is a predominantly utilized activation function. It is a simple 
specification and has merits over the other functions. The function is defined by the following 
formula: 

���� = 0 ℎ	4 � < 0    (3) 

� ℎ	4 � ≥ 0    (3) 

The scale of the result is between 0 and infinity. RELU finds usage in computer vision and speech 

identification using deep neural networks. 

2.3       Model Performance Measures 

In this study, to assess the performances of all ANN models, the goodness of fit measure namely 
Mean Square Error (MSE) is utilized. 

Mean Absolute Percentage Error =56
- ∑ �%&� − %8��-

�96 2;    (3) 

Where %&�  = observed value, %8� = predicted value 

MSE is used to calculate the mean ANN model prediction error to reveal how close the predicted 

values are to the observed. Lesser values of the index imply optimum prediction precision. 
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3. Analysis, Results and Discussion 

The information provided here is based on an examination of data from the Nigeria 
Metrological Agency (NIMET) regarding maize yield and drought indices. Maize yield, 

RDI, SCPDSI, SCWLPM, and SCPHDI are the variables taken into account. 

Table 1. ANN Results for North Central states 

NORTH CENTRAL 

Activation 

functions 

Training: 70%;  

Testing: 30% 

Training:80%; 

Testing:20% 

Training:90%;  

Testing:10% 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer (3) 

RELU 0.8618 1.0411 1.0411 1.1034 1.2462 1.2388 1.6480 1.6480 1.6497 

Sigmoid 1.1255 0.8225 1.1397 1.1182 1.0731 1.1873 1.8472 1.6085 1.7458 

Hyperbolic 

tangent 

1.1736 1.1296 1.1704 1.1068 1.1199 1.1488 1.7873 1.9465 1.6685 

 

Activation 

functions 

Training: 70%;  

Testing: 30% 

Training:80%; 

Testing:20% 

Training:90%; Testing:10% 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer (3) 

RELU 0.2093 0.3887 0.4031 0.2943 0.2984 0.2958 0.4151 0.4145 0.4146 

Sigmoid 0.3292 0.4244 0.4171 0.4832 0.2680 0.4132 0.5302 0.4836 0.5583 

Hyperbolic 

tangent 

0.3427 0.3301 0.3127 0.4610 0.2640 0.7495 0.4691 0.6112 0.8081 

          

Activation 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer (3) 

RELU 0.0865 0.0443 0.3492 0.1092 0.0415 0.0415 0.1723 0.1725 0.1705 

Sigmoid 0.0879 0.1034 0.0965 0.0739 0.0984 0.0444 0.0835 0.1009 0.0923 

Hyperbolic 

tangent 

0.0874 0.0442 0.0420 0.1141 0.1085 0.0509 0.0816 0.1067 0.1832 

 

Activation 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 
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Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer (3) 

RELU 0.5379 0.5455 0.5412 0.7403 0.7392 0.7511 1.1789 1.1789 1.3083 

Sigmoid 0.5236 0.5344 0.5229 0.7373 0.7372 0.6853 1.1200 1.1571 1.0512 

Hyperbolic 

tangent 

0.5451 0.4877 0.4577 0.7251 0.7370 0.6132 1.0845 1.1386 0.9467 

 

Activation 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer (3) 

RELU 0.1072 0.0571 0.0509 0.1103 0.0786 0.0779 0.1252 0.1253 0.1252 

Sigmoid 0.0694 0.0553 0.0582 0.0811 0.0730 0.0869 0.1044 0.0933 0.2655 

Hyperbolic 

tangent 

0.0891 0.0456 0.1433 0.0887 0.1217 0.0659 0.0938 0.0982 0.0346 

 

Activation 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer (3) 

RELU 0.5677 0.7898 0.7187 0.7316 1.0803 1.0940 0.5145 0.5144 0.5145 

Sigmoid 0.8247 1.4967 3.1551 1.2070 0.7519 1.8062 0.5309 0.5395 0.7106 

Hyperbolic 

tangent 

0.9518 2.4355 2.2076 0.7352 0.7314 1.2816 0.5528 0.5442 1.6639 

 

Activation 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer 

(3) 

Hidden 

layer 

(1) 

Hidden 

layer 

(2)  

Hidden 

layer (3) 

RELU 1.7512 2.3996 2.1158 1.4044 1.6851 1.6611 2.3157 1.6391 2.3156 

Sigmoid 2.0473 2.2249 2.1263 1.4017 1.4581 6.1841 2.4169 5.4464 6.9884 

Hyperbolic 

tangent 

2.0807 2.4621 2.7287 5.6880 1.3101 6.8431 2.3414 6.2315 21.6894 
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The minimum MSE values in Nassarawa state are as follows: Sigmoid (0.8225) at 70% 
training set, Sigmoid (1.0731) at 80% training set, and Sigmoid (1.6085) at 90% training set. 
Thus, with 90% training set, sigmoid has the lowest MSE value. The minimal MSE values 
for Kogi state are as follows: RELU (0.2093) at 70% training set, Hyperbolic tangent 
(0.2640) at 80% training set, and RELU (0.4145) at 90% training set. Consequently, with a 
70% training set, RELU has the lowest MSE value.  The minimum MSE value for Kwara 
state is found at 70% training set for Hyperbolic tangent (0.0420), 80% training set for RELU 
(0.0415), and 90% training set for Hyperbolic tangent (0.0816). With an 80% training set, 
RELU therefore has the lowest MSE value. In the state of Niger, the least mean square error 
(MSE) is found for Hyperbolic tangent (0.4577) at 70%, Hyperbolic tangent (0.6132) at 
80%, and Hyperbolic tangent (0.9467) at 90% of training sets. As a result, at 70% training 
set, the hyperbolic tangent has the lowest MSE value. In the Plateau state, the minimal mean 
square error (MSE) is found for Hyperbolic tangent (0.0456) at 70%, Hyperbolic tangent 
(0.0659) at 80%, and Hyperbolic tangent (0.0346) at 90% of the training sets. As a result, at 
90% training set, the hyperbolic tangent has the lowest MSE value. The minimum MSE 
value in FCT is found at 70% training set for RELU (0.5677), 80% training set for 
Hyperbolic tangent (0.7314), and 90% training set for RELU (0.5144). Hence, at 90% 
training set, ReLU has the lowest MSE value. As a result, at 70% training set, the hyperbolic 
tangent has the lowest MSE value. In the Plateau state, the minimal mean square error (MSE) 
is found for Hyperbolic tangent (0.0456) at 70%, Hyperbolic tangent (0.0659) at 80%, and 
Hyperbolic tangent (0.0346) at 90% of the training sets. As a result, at 90% training set, the 
hyperbolic tangent has the lowest MSE value. The minimum MSE value in FCT is found at 
70% training set for ReLU (0.5677), 80% training set for Hyperbolic tangent (0.7314), and 
90% training set for ReLU (0.5144). Hence, at 90% training set, ReLU has the lowest MSE 
value. 

Table 2. ANN Results for North East states 

NORTH EAST 

ADAMAW

A STATE 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%; 

Testing:20% 

Training:90%;  

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.370

2 

0.398

7 

0.347

9 

0.317

2 

0.317

3 

0.320

6 

0.476

1 

0.518

1 

0.475

6 

Sigmoid 0.360

2 

0.906

4 

0.822

1 

0.292

8 

0.302

8 

0.257

1 

0.463

6 

0.448

5 

0.475

1 

Hyperbol

ic tangent 

0.539

1 

0.709

8 

1.719

0 

0.290

3 

0.317

0 

0.388

8 

0.449

2 

0.390

6 

0.390

6 

 

BAUCHI 

STATE 

Training: 70%;  

Testing: 30% 

Training:80%; 

Testing:20% 

Training:90%; 

Testing:10% 
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 Activatio

n 

functions 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 1.389

4 

1.063

9 

1.026

3 

0.271

8 

0.235

8 

0.207

4 

0.100

6 

0.100

7 

0.106

4 

Sigmoid 1.149

0 

1.101

1 

1.093

7 

0.208

2 

0.175

6 

0.269

6 

0.269

5 

0.151

3 

0.202

0 

Hyperbol

ic tangent 

1.296

5 

1.127

1 

1.124

5 

0.523

4 

0.243

9 

0.519

7 

0.220

7 

0.312

6 

0.015

9 

           

BORNO 

STATE 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.073

2 

0.218

3 

0.125

2 

0.094

5 

0.118

0 

0.119

3 

0.064

4 

0.064

3 

0.058

9 

Sigmoid 0.106

4 

0.115

9 

0.123

2 

0.075

1 

0.127

4 

0.100

0 

0.078

4 

0.075

7 

0.061

0 

Hyperbol

ic tangent 

0.134

9 

0.150

5 

0.142

2 

0.110

7 

0.087

7 

0.128

7 

0.117

3 

0.080

6 

0.357

1 

 

GOMBE 

STATE 

 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.171

2 

0.256

7 

0.157

5 

0.108

1 

0.182

8 

0.177

8 

0.180

9 

0.156

3 

0.178

1 

Sigmoid 0.134

8 

0.185

3 

0.173

5 

0.210

7 

0.192

9 

0.187

1 

0.300

0 

0.288

1 

0.334

4 

Hyperbol

ic tangent 

0.132

2 

0.160

8 

0.218

7 

0.202

7 

0.111

6 

0.203

4 

0.295

8 

0.307

9 

0.239

3 
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YOBE 

STATE 

 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.436

2 

0.472

7 

0.695

0 

0.315

5 

0.601

7 

0.616

8 

0.451

2 

0.963

8 

0.450

9 

Sigmoid 0.511

8 

0.526

3 

0.387

1 

0.746

8 

0.636

8 

0.442

8 

1.084

4 

0.982

6 

0.835

3 

Hyperbol

ic tangent 

0.505

1 

0.711

0 

0.492

5 

0.789

7 

0.364

3 

0.718

8 

1.216

8 

1.006

5 

1.504

6 

 

The lowest MSE values in Adamawa state are found at 70% training sets for RELU (0.3479), 
80% training sets for Sigmoid (0.2571), and 90% training sets for Hyperbolic tangent 
(0.3906). Consequently, at 80% of the training set, sigmoid has the lowest MSE value. The 
minimal MSE values in Bauchi state are as follows: at 70% training set, RELU (1.0263), at 
80% training set, Sigmoid (0.1756), and at 90% training set, Hyperbolic tangent (0.0159). 
As a result, at 90% training set, the hyperbolic tangent has the lowest MSE value. The lowest 
MSE values in Borno state are as follows: RELU (0.0732) at 70% training set, Sigmoid 
(0.0751) at 80% training set, and RELU (0.0589) at 90% training set. Hence, at 90% training 
set, RELU has the lowest MSE value. The minimal MSE values in Gombe state are found 
for the hyperbolic tangent (0.1322) at 70% training set, RELU (0.1081) at 80% training set, 
and RELU (0.1563) at 90% training set. Consequently, in the 80% training set, RELU has 
the lowest MSE value. The minimal mean square error (MSE) values in Yobe state are as 
follows: Sigmoid (0.3871), RELU (0.3155), and RELU (0.4509) at 70%, 80%, and 90% of 
the training sets, respectively. Consequently, in the 80% training set, RELU has the lowest 
MSE value. In conclusion, RELU fared better in the Northeast than the other activation 
functions. In Borno, Gombe, and Yobe states, correspondingly, it has the lowest MSE. 

Table 3. ANN Results for North Western states 

NORTH WEST 

KATSIN

A STATE 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%; 

Testing:20% 

Training:90%; 

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.099

3 

0.135

9 

0.133

6 

0.125

1 

0.144

7 

0.145

4 

0.476

1 

0.5181 0.475

6 
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Sigmoid 0.102

5 

0.114

7 

0.150

0 

0.292

8 

0.302

8 

0.257

1 

0.463

6 

0.4485 0.475

1 

Hyperbol

ic tangent 

0.150

0 

0.150

0 

0.150

0 

0.290

3 

0.317

0 

0.388

8 

0.449

2 

0.3906 0.390

6 

 

KANO 

STATE 

 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%; 

Testing:20% 

Training:90%; 

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.861

8 

1.041

1 

1.039

6 

1.103

5 

1.246

2 

1.238

9 

1.648

0 

1.6496 1.755

2 

Sigmoid 1.125

6 

0.822

6 

1.139

7 

1.118

3 

1.073

1 

1.187

3 

1.847

2 

1.6085 1.745

8 

Hyperbol

ic tangent 

1.173

6 

1.129

7 

1.170

4 

1.106

8 

1.119

9 

1.148

9 

1.787

3 

1.9466 1.668

6 

           

KEBBI 

STATE 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.187

8 

0.162

6 

0.248

6 

0.174

8 

0.167

9 

0.170

2 

0.227

5 

0.2275

1 

0.227

4 

Sigmoid 0.163

0 

0.230

7 

0.176

4 

0.203

9 

0.150

7 

1.302

3 

0.206

0 

0.2197 0.652

5 

Hyperbol

ic tangent 

0.299

2 

0.207

1 

0.210

7 

0.202

8 

0.155

8 

0.710

4 

0.263

8 

0.5351 0.717

3 

 

SOKOTO 

STATE 

 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.716

2 

1.191

0 

0.125

4 

0.717

3 

0.975

8 

0.963

6 

1.182

6 

1.1827 1.175

7 
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Sigmoid 0.905

9 

1.149

1 

0.929

0 

1.125

9 

1.031

7 

1.162

4 

1.813

4 

1.1793 1.336

8 

Hyperbol

ic tangent 

1.271

4 

0.853

4 

1.437

2 

0.723

0 

0.717

0 

1.390

1 

2.443

6 

1.2458 1.573

6 

 

ZAMFAR

A 

STATE 

 

Activatio

n 

functions 

Training: 70%;  

Testing: 30% 

Training:80%;  

Testing:20% 

Training:90%;  

Testing:10% 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n 

layer 

(2)  

Hidde

n 

layer 

(3) 

Hidde

n 

layer 

(1) 

Hidde

n layer 

(2)  

Hidde

n 

layer 

(3) 

RELU 0.262

0 

0.104

0 

0.100

6 

0.368

0 

0.148

4 

0.146

8 

0.071

6 

0.0716 0.071

5 

Sigmoid 0.170

4 

0.281

8 

0.135

6 

0.367

8 

0.016

0 

0.032

0 

0.007

4 

0.0150 0.005

2 

Hyperbol

ic tangent 

0.065

5 

0.050

1 

0.061

5 

0.186

4 

0.359

5 

0.033

7 

0.012

3 

0.0082 0.014

4 

 

The minimum mean square error (MSE) values in Katsina state are as follows: RELU 
(0.0993) has the lowest MSE value at the 70% training set, RELU (0.1251) at the 80% 
training set, and Sigmoid (1.6085) at the 90% training set. Consequently, with a 70% training 
set, RELU has the lowest MSE value. The least mean square error (MSE) in Kano state is 
found at 70% training set for Sigmoid (0.8226), 80% training set for Sigmoid (1.0731), and 
90% training set for Sigmoid (1.6085). Consequently, at 70% of the training set, sigmoid has 
the lowest MSE value. In Kebbi state, the lowest MSE value is found at 70% training set for 
ReLU (0.1626), 80% training set for Sigmoid (0.1507), and 90% training set for Sigmoid 
(0.2060). Sigmoid, then, has the lowest MSE value at 80% of the training set. In the state of 
Sokoto, the minimal mean square error (MSE) is found for ReLU (0.1254) at 70% training 
set, Hyperbolic tangent (0.7170) at 80% training set, and Sigmoid (1.3368) at 90% training 
set. ReLU, thus, has the lowest MSE value at 70% of the training set. The minimal MSE 
values in Zamfara state are found at 70% training set for the hyperbolic tangent (0.0501), 
80% training set for Sigmoid (0.0160), and 90% training set for Sigmoid (0.0052). Sigmoid 
has the lowest MSE value at 90% training set as a result. In conclusion, Sigmoid fared better 
in the North West than the other activation functions. In Kano, Kebbi, and Zamfara states, 
respectively, it has the lowest MSE. 

4. Conclusion 

Researchers and professionals working on droughts have found that evaluating droughts is a difficult 
undertaking. In order to evaluate the impact of drought indicators on maize output in Northern 
Nigeria, artificial neural networks (ANNs) were used in this study to examine the performance of 
four drought Iindices: RDI, SCWLPM, SCPHDI, and SCPDSI. The majority of the lowest mean 
square errors (MSEs) across the states were generated by RELU while taking the activation function 
into consideration. When analyzing the effects of drought in Northern Nigeria, the Artificial Neural 
Network's RELU activation function works best. Moreover, the mean square error rises in tandem 
with the training percentage. In the North Central region, Plateau state has the lowest Mean Squared 
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Error (0.0346) for ANN. The state of Borno in the northeastern area has the lowest ANN MSE 
(0.0732). In the northwest area, Zamfara state had the lowest MSE for ANN (0.0052). 
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