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1. I ntroduction

Study on breast cancer has been developed in she8layears historically from education and
support to partnership in scientific research inAU$] to improve awareness and social support
which are also done in other countries in the wdrdindonesia, the research on breast cancer is
also growing since this disease is the second cawstlity for mostly women in Indonesia. The
research group in Science and Mathematics FacaRyirtvolved in the breast cancer study which
namely learning and investigating the used of Bdx@utron Capture Therapy since 2014. One
result was measuring the internal dose of radidtionvorkers at Boron Neutron Capture Therapy
(BNCT) facility based on Cyclotron 30 MeV with BSPhe internal dose exposed to the radiation
worker is 9.08E-9 puSv [2]. The boron accumulationEMT-6 tumors of different sizes was
evaluated and resulted that in larger tumors @pprately 400 mg) boron accumulated but was
significantly higher in smaller tumors (approxinigt&€00 mg) [3]. There have been many other
results in the study of Boron Neutron Capture Theria the group,such as [4][5] which have no
study on classification data. Since later on diassion will be needed to improve the reseach of
using BNCT facility to treat breat cancer, thecetihere focus on classification on big data which
may appear in the measurement.

Classification on big data and the related algorgtare now rapidly growing since development of
big data has been supported by existence of “@za” provided by various organizations and
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made available to citizens and businesses [6].a ’ath medical field for instance breast cancer
has been several times were discussed by manyeckeemand the research on this topic is still
developed since breast cancer (BC) is one of th& ownmon cancers among women worldwide

[7].

This paper employed 7 Machine Learning algorithsiagidata set breast cancer provided by UCI
Machine Learning Repository available in interndiewe tha data of breast cancer has been
classified into 2 classes,i.e. Malignant (M) andhiga (B) breast cancer. The used algorithms are
Logistic Regression,Nearest Neighbor, Support edtachine (SVM), Kernel SVM, Naive
Bayes, Decision Tree, dan Random Forest ClassditdRFC). There have been several journals
discussed those algorithms and applied to the afalseeast cancer [6] [8] [9] [10]. However those
journals have not presented all algorithms in @port as shown here. Using these classifications,
the paper here proposes accuracy of each algorithm.

2. Machine Learning Method
2.1.  Dataldentification

There are 30 features in the data in 3 cathegohtsined from 569 persons who are 212 persons
Benign (B) breast cancer and 357 persons are MaligBancer (M) .The features are collected
into 3 classes,i.e. Feature mean, Feature stamuieod (se), Feature Worst taken from internet
created by University of Wisconsin, Clinical ScieacCenter in 1995 (Web 1).

Additionally, 2 types of text data in one column ientify the patients belong to, dataset
Malignant (M) and Benign (B) breast cancer. Theegidata are visualized by using Kde Plot and
Violin plot to distiquised 2 chategorised morelgas shown in Figure 1. Figure 1 illustrates the
distribution of all features for both categorieskbotast cancer. Concave_point mean, concavity
mean, area mean, and perimeter mean have indiddtetnt distributions for both breast cancers
compared to the other features. This conclusioals® depicted in Figure 2. By drawing in
different sides (left and right ), we can distiquike distributions more clearly. The results sbdw
that the texture_mean, median of Malignant Breasto@r (M) and Benign Breast cancer is most
likely separated which indicated that it is good r foclassification. However,
fractal_dimension_mean has unclear separationrigadibad feature for classification. With these
initial study, we employ each algorithm to the gidata.

2.2.  Summary of the Used Algorithms
2.2.1. Logistic Regression

Logistic regression is one of classification alguoris to relate a feature as an input with a discrit
output with a certain probability limited to valubstween 0 and 1. . This logistic regression is
similar to Ordinary Least Squares (OLS) regressibare target variable has dicotomy scales such
as yes and no, good and bad, low and high. Theedsrgiven by natural algorithm of target
variable. The logistic regression can be formulaﬁe% =exp (By + B1X)- By taking the natural

logarithm of both side,one yieldg, P _ Bo + B X Since we have several features variables, we
1-p
may write
- 1 (1)

1+e” (b0+ bi1x1+byxp++ bpxp)

The parameters are determined uses maximum lilailestimation (MLE).
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Fig 1. Kde plot of data distribution

Fig 2. Distribution of Malignant Breast Cancer (M) andriign Breast cancer for each feature.

2.2.2. Support Vector Machine

Support Vector Machine (SVM) is one of methodsupeyvised learning,i.e the data set have been
labeled. This algorithm separates data into diffeotasses by hyperplane in linear case or a curve
in a nonlinear case by maximing the margin leadiogoptimization problem. The optimal

separating hyperplane or other more general fumetio multidimensional cases are defined into a
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special coding called a kernel that can be setepending on the given problem. Additionally, data
can also contain outliers. Therefore the algorithdds some regularization parameters. This
algorithm has been tested for breast cancer dassvaral literatures [11][10] [12] and also for
other big data [13]. The paper here shows thattperithm is used in different sizes of test data
with different kernels.

2.2.3. K-Nearest Neighbor

Another classification algorithm is the k-nearesighbors (K-NN) algorithm and it can be used
also for regression. Several authors have uselKbl for classification and regression [14] It is
developed due to some behaviour of data may havidasithings in close proximity based on the
used distance definition. The given data are splithto sample data dan query data. We examine
the closeness of the sample data dan query datsorfigig the obtained distances from the smallest
to the largest , one has a list of distances. Thkefirst-K of these distances and collect the
obtained labels. The most appeared labels arectiikrtted to identify the classes.

2.24. NaiveBayes

Naive Bayes Classifier (NBC) is a method clasaifin based on Bayesian theorem. Naive stands
for relying on the assumtion that all featuresameelated in the class though they can be related.
All properties are considered to have possiblerdmition independently. Bayes theorem relies on
the event probability from the prior as the assuompknowledge. If we have hypothesis H and
given an event E, Bayes states that the relatiobgiility before the event occur as P(H) and
probability from hypothesis after the event ocaurcalled P(H|E) and formulated as P(H|E) is a
certain proportion of P(H). This proportion is nahas likelihood that gives a kind of similarity for

a certain probability and the likelihood is given BP(E|H)/P(E). Thus one yields

P(H|E) = P(E|H)P(H) 2)
P(E)

where P(H|E) posterior probability. In the compiatat one has to define a certain radius to
guarantee that some elements in the given datast#teosame class. In this case, the Euclidean
distance is used. As usual in the machine learmatp set are splitted into 2,i.e. training datd an
test data. Prior probability is defined as the nembf element in current class divided by the
number of the element in all classes. We define atgrgin probability P(X) to determine the
elements in the circle divided by the total eletaenFurthermore, the likelihood is then can be
prescribed as P(|current class) is equal to thebeumf elements in the current class divided by
the toral elements. Thus the posterior probability the algorithm is :P(current class|X)=
likelihood*prior probability/ margin probability. fough Naive Bayes Classifier has been
employed in breast cancer data by other authoid§912this paper revisits the algorithm to learn
how the algorithm works compared to other algorghm Machine Learning. One may find the
simple presentation of this method in the levedddication [15].

2.25. Decison Tree Algorithm

When the atributes are categorical and numeric de@ision tree algorithm has ability to classify
with these type of data. The algorithm constréetminal Nodes, Recursive Splitting, Building a
Tree. The terminal nodes contain the maximum teggtdand the minimum node records. The first
node is called the root node of the tree and frioenrbot node other nodes are made until to the
maximum tree depth is obtained. There must bainmim nodes satisfied in the algorithm. Thus
the number of nodes is growing until the terminat@s. A node may have zero children (a
terminal node), one child (one side makes a priedictirectly) or two child nodes. We will refer to
the child nodes as left and right in the dictionaapresentation of a given node.

By recursive splitting the tree is made startirafr2 groups of data,i.e. two lists of rows giveea th
index of an attribute and a split value for thatilatite which then the cost function evaluating the
split is called the Gini index. The spliting iscsesful if the Gini score is 0, and the worst dase
splitting will have Gini score 0.5 and the functigncalledgini_index() The rows in the first group
all belong to class 0 and the rows in the secondmbelong to class 1, so it's a perfect split.gBiv
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a dataset, we must check every value on eachuatirés a candidate split, evaluate the cost of the
split and find the best possible split we could maRnce the best split is found, we can use it as a
node in our decision tree.

2.2.6. Random Forest Classification

Random Forest Classification can be considered @slection of decision trees which is also a

supervised learning algorithm. . By averaging dwg impact of several decision trees, random
forests tend to improve prediction. Randomnessisgmed by selecting data samples randomly
from a given dataset where the best tree will bmiobd by voting. The final prediction is taken

from the most votes. Compared to decision treesd®a forest has no problem on overfitting

with more time consuming due to complexity of trebs calculate the importance of each feature
Gini index is used by droping a variable [8].

The accuracy of each algorithm is checked usingfu@ion matrix which is frequently used to
predict accuracy of classification algorithm andwse the library irsklearn to do the computation
of accuracy matrix.

3. Result and Discussion

31 Correlation studies

All features are studied to have the correlatiotwben 2 different features and we obtained the
matrix of correlations.The positive correlationse ashown by several pairs of features,i.e.

perimeter mean and radius worst, area mean angsraairst, texture mean and texture worst, area
worst and radius worst which are shown in Figure 3.

perimeter_mean vs radius_worst area_mean vs radius_worst

texture_mean vs texture_worst area_worst vs radius_worst

Fig 3. Positive correlation for Perimeter mean vs Radiosst, Area mean vs Radius worst, Texture mean
and Texture Worst, Area worst and radius worst.

3.2 Classification Result

The algorithms have been provided in the pythomaiip callled sklearn. We employ all the

algorithms above for the studied data. As usuahachine learning algorithm, one must split data
into training data and test data. For the firstgtuthe test data is 0.3 part of the original data.
Additionally, if data should also be transformedawoid big range between different features.

Hanna Arini Parhusip et al (Classification Breast Cancer Revisited with Machine Learning)



ISSN 2722-2039 International Journal of Data Saenc 47
Vol. 1, No. 1, June 2020, pp. 42-50

Using the given algorithm, Table 1 has presentedaisult of logistic regression for classification
for data cancer. The obtained confusion matrid = [103 5 ]
1 62

Table 1. Result on logistic regression

precision recall fl-score support
B 0.99 0.95 0.97 108
M 0.93 0.98 0.95 63
accuracy 0.96 171
macro avg 0.96 0.97 0.96 171
weighted avg 0.97 0.96 0.97 171

The algorithm of Logistic Regression has been eyga. The table shows that the Benign Breast
Cancer (C) contains 108 persons where 5 persomsiaselasified, and hence the variable recall in
the table has defined the prediction has 0.95 vatugb % correctness. Moreover the Malignant
Breast Cancer (M) has 63 perrson with 1 misclasdifin. Therefore the recall column gives 0.98
,that is the number of correct predicted dividedtty total data. For all data, the algorithm gives
0.965 accuracy or 96.5% accurary. Futhermore, Iherithm is again used where the data are
transformed by min-max normalization. . The ol#dironfusion matrix for the transformed data
is as follows,i.e. CM $93 15].
0 63

Table 2. The result of logistic regression with min-maxmalization

precision recall fl-score support
B 1.00 0.86 0.93 108
M 0.81 1.00 0.89 63
accuracy 0.91 171
macro avg 0.90 0.93 0.91 171
weighted avg 0.93 0.91 0.91 171

By normalization Min-Max for the given data, wetain breast cancer with 108 data of Benign
Breast Cancer (C) and 15 persons have been mifields§he Malignant Breast Cancer (M)
contains 63 persons with none misclassificationaAssult, we get 91,2 % accuracy.

The k-nearest neighbor algorithm is the second aggatithm. We the same splitting parameters
where the test size data is 0.3, one yields then@itix, i.e . CM =[103 5 ] .
4 59

The same as in the previous algorithms, the taddeshown the Benign Breast Cancer (C) has 108
data with 5 misclassification and Malignant Bre&ancer (M) contains 63 data with 5
misclassification. Finally, one concludes that ltaeacuracy is 94.7%. For each algorithm, we redo
the algorithm where the given data are normaligdgtier algorithms are not shown separately. The
final studies for all algorithms are listed in Tald.
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Table 3. Comparison accuries given by each algorithm

No Algorithm Accuracy Data Accuracy using
using transformed  transformed data
original data using
1 Logistic 96,5% min-max 91,2%
Regression normalization
2 Nearest Neighbor 94,7% min-max 91,8%
normalization
3 SVM 63,2% min-max 94,2%
normalization
4 Kernel SVM 63,2% min-max 94,2%
normalization
5 Naive Bayes 92,4% min-max 78,9%
normalization
6 Decision Tree 92,4% Model 94,2%
Overfitting
7 RFC 96,5% Standard 97,1 %
Scale

Table 3 shows that the RFC has given best accu@gyredict breast cancer classification.
indicating best accuracy is still obtained. Compate other authors , some differencies
achieved,e.g. logistic regression has 96.5% acgumnaihis research where as other author obtained
97.18%. RFC in this reseach has 96,5% and otkeareher obtained 95.25% [8]. In the case of
KNN, efficiency for different values of K has besimown by other author [16].

Table 4. Comparison accuries given by each algorithm fiferent test size

No Algorithm Accuracy using Accuracy using Accuracy using

original data transformed data  transfor ming data
Test size=0.3 Test size=0.3 Test size=0.25.
1 Logistic 96,5% 91,2% 95.86 %
Regression
2 Nearest Neighbor 94,7% 91,8% 95.10 %
(minkownski
distance)
3 SVM 63,2% 94,2% 97.20% (linear
separation)
4 Kernel SVM 63,2% 94,2% 96,50% (rbf
separation)
5 Naive Bayes 92,4% 94,2% 91.60%
6 Decision Tree 92,4% 94,2% 95.80%
(criterion=entropy)
7 RFC 96,5% 97,1 % 98.60%

(criterion =entropy)
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The result of Table 4 is obtained by using test sif.3,i.e the training data are 70% from the
given data. However, transforming data may imprineaccuracy as seen in the case of SVM. In
the case of KNN, the accuracy is reduced. We expestaccuracy should be better in all
algorithms after data are rescaled. We tried tosmsaller test size. We show that the test size in
transforming data may give different accurary aodfgsion matrix as listed in Table 4.

Reducing test size has led to improve accuranflialgorithms as we expected that the accuracy
should rely on the trasforming data to be classifi;ce we want to have reasonable range of data
in all features. Futhermore, one may study theathfor each feature to the algorithm to the result
prediction .The result shows that the importantnebsfeatures are concave points_worst,
radius_worst, and perimeter_worst as the highesetfirst scores .One may also illustrate in a
histogram as shown in Figure 4.

Visualizing Important Features
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Feature Importance Score

Fig 4. The important levels for features

Compared to other author, the result on Naive B&lassifier gave 94.762% using 10 features in
the study [9] .This may happen since the featuses un the research here are 31 features . Other
author stated that accurary was 95.5% in otheratitee [12] where Naive Bayes Classifier was
improved with cross validation.

4. Conclusion

This paper has shown that some algorithms in Machiwarning are tested to use for analysis
observing data of breast cancer obtained from UG@ktHihe Learning Repository available in
internet. The algorithms are logistic regressiapp®rt vector machine, ,k-nearest neighbourhood,
naive bayesian, decision tree and random foressifileation. After data are transformed, the 30%
of test data give no improvement on accuracy cfsifewation. By reducing 5% test data from 30%,
accuracy has been improved and random forest fitatigin gives the best accuracy.
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