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1. Introduction 

In Malaysia, the rise of online conversations and transactions has led to growing concerns about 

cyberattacks, particularly phishing. Phishing attacks have become a common and unpredictable form 

of fraud websites. This research project, “A Comparative Study of Naives Baiyes, Random Forest 
and LightGBM Algorithms for URL Phishing”, tackles the urgent need to effectively detect and 

prevent these attacks. Traditional methods struggle with scalability and adapting to new cyber threats 

such as URL Phishing attack. Some existing studies in URL Phishing attack detection The solution 
uses advanced machine learning algorithms, including supervised, unsupervised, and reinforcement 

learning, to improve accuracy in identifying legitimate or illegitimate phishing URLs. This approach 

focuses on handling large datasets and adapting to URL new phishing techniques. This research aim 

is to provide protection in the expanding digital world, overcoming the limitations of current URL 
phishing detection methods.  
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In response to the increasing complexity of phishing attacks, particularly 
in Malaysia, this study aims to compare the accuracy and precision 
effectiveness of three machine learning algorithms Naive Bayes, Random 
Forest and LightGBM in detecting URL (Uniform Resource Locator) 
phishing. This research employs a comprehensive four-stages 
methodology including data collection, preprocessing, feature selection, 
and classification to analyze data for URL phishing attacks classification. 
The objectives are to identify phishing attack features based on dataset 
using and machine learning algorithms, to compare between three 
classification algorithms of Naïve Bayes, Random Forest, and Light 
Gradient Boosting Model (LightGBM), and to evaluate the model in 
terms of accuracy, and precision using machine learning algorithms. 
Through this comparative analysis, the study seeks to develop a phishing 
detection model, to identify the suitable features and classification 
algorithms for the datasets. The result accuracy, precision for NB, 
Random & LightGBM. The Accuracy result of Naives Baiyes is 94.24%, 
the result of Random Forest is 94.80% and the result of LightGBM is 
95.00%. 

This is an open access article under the CC–BY-SA license. 
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1.1 Problem Statement 

As more aspects of our lives become digitalized, the constant threat of cyberattacks becomes ever 

more prevalent, with URL phishing attacks as a prime case, poses a threatening challenge URL. 

Phishing attacks can extract some sensitive user information like login credentials and financial data 

if there are no mechanisms to prevent these issues [1]. Irrelevant or redundant features can lead to 
decreased accuracy and increased computational costs in machine learning algorithms [2]. And a 

problem is the inherent inflexibility of conventional phishing detection methods [3]. Transforming 

URLs into feature matrices can result in losing important information and failing to capture long-
distance dependencies. These rigid techniques struggle to adapt quickly to new phishing strategies, 

reducing their effectiveness. In contrast, using more flexible and adaptable features in phishing 

detection can improve accuracy. As cyber criminals employ increasingly sophisticated tactics, the 
inflexibility of current systems leaves individuals and organizations vulnerable, unable to respond 

dynamically to emerging threats. In addition, comparing three classification algorithms, Random 

Forest, Naïve Bayes, and Light Gradient Boosting Model (LightGBM), has its strengths and 

weaknesses, making it evaluate their effectiveness [4].  Three (3) algorithms, comparing their 
performance metrics to determine the most suitable algorithm for a specific task and making it hard 

to evaluate their effectiveness in different scenarios [4]-[6]. The objective of the project is as follows. 

i. To identify suitable phishing features based on dataset and machine learning techniques. 

ii. To compare three classification algorithms Random Forest, Naïve Bayes, and Light Gradient 

Boosting Model (LightGBM) by SelectKBest and Recursive Forest Elimination (RFE). 

iii. To evaluate the A comparative study of Naives Baiyes, Random Forest and LightGBM algorithms 

for URL Phishing model in terms of accuracy, and precision. 
 

2. Literature Review 

2.1 Dataset 

The use of a huge phishing dataset from the UCI machine learning website to evaluate their 

classification algorithm for phishing detection [7]-[8]. The references highlight the importance of 

utilizing diverse and representative datasets for training and testing, which 40-60 and evaluating 

machine learning models for phishing URL detection. 

It is also essential to emphasize the importance of feature selection, as well as the challenges 

associated with imbalanced datasets in the context of phishing detection. 

In conclusion, UCI machine learning has been utilizing to detect phishing URLs using various 

classification algorithms. The study utilized a large phishing dataset to evaluate the effectiveness of 

these models, emphasizing the importance of diverse datasets and addressing issues with imbalanced 

dataset. Below here Table 1 dataset. 

Table 1. ANN Results for North Central states 

Citation  Dataset 

[8] Dataset Phishing 

[9] Dataset Phishing 

[10] 

This Research 

Uci-Ml-Phishing Dataset 

Dataset Phishing and Uci-Ml-Phishing Dataset 

2.2 Data Preprocessing 

To optimize the effectiveness of machine learning algorithms like Naives Baiyes, Random Forest, 

and LightGBM, Preprocessing is one of important step. Various studies have the impact of different 

preprocessing techniques on these algorithms. The purpose of preprocessing is to handling missing 

data, normalization, and null of data. Below here Table 2 processing dataset. 
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Table 2. Processing Dataset 

Citation Normalization Missing value Null 

[8] � � � 

[9] ✓ ✓ ✓ 

[10] � � � 

This Research � ✓ � 

2.3 Features Selection 

Feature selection in machine learning is a process that involves selecting the most relevant features 

from the input data while eliminating irrelevant or redundant ones to enhance model performance 

and accuracy. Based on previous research, a few studies regarding features selection have been done 

by [11]. The research have been applied several features selection such as SelectKBest and Recursive 

Forest Elimination (RFE).  The challenges associated with feature selection for URL Phishing 

detection, emphasizing the need to address manual feature selection to enhance accuracy and 

precision [12]. In conclusion, the research highlights an importance of feature extraction in A 

comparative study of Naives Baiyes, Random Forest and LightGBM Algorithms for URL Phishing. 

Below here Table 3 about features selection. 

 
Table 3. Features Selection 

Citation Features 

[8] having_IP_Address', 'URL_Length','Shortening_Service', 
'having_At_Symbol','double_slash_redirecting','Prefix_Suffix', 
'having_Sub_Domain','SSLfinal_State','Domain_registration_length', 
'Favicon''port','HTTPS_token','Request_URL','URL_of_Anchor','Links_i

n_tags', 
'SFH','Submitting_to_email','Abnormal_URL','Redirect','LikelyPhishing', 
'URLLength','UseOfHTTPS','ContainsSuspiciousKeyword','having_Sub_
Domain', 
'age_of_domain','Page_Rank','Prefix_Suffix','web_traffic','Statistical_rep

ort' 

[9] 'URLLength','UseOfHTTPS','Contains 

SuspiciousKeyword','having_Sub_Domain','age_of_domain','Page_Rank'

,'Prefix_Suffix', 
'web_traffic','Statistical_report','having_At_Symbol','SFH','Redirect','Goo

gle_Index', 
Request_URL, popUpWindow, URL_of_Anchor, 

SSLfinal_State,URL_Length, 
age_of_domain,Google_Index 

[10] ‘Using IP address’,Long URL’,URLhaving @’,Symbol Adding’,Prefix 

and Suffix’, 
Sub-Domain(s)’,Misuse of HTTPs’,‘Request URL’,‘URL of 

Anchor’,‘Server Form’, 
‘Handler Abnormal’, ‘URL_Length’,‘Redirect Page’,‘Using Pop-

up’,‘Window’, 
‘Hiding Suspicious Link’,‘DNS’,‘Record Website’,‘web_traffic’, 
‘Age of Domain’,‘Disabling Right Click’ 

This research Prefix_Suffix', 'having_Sub_Domain', 'SSLfinal_State', 'Request_URL',  

'URL_of_Anchor', 'Links_in_tags', 'SFH', 'age_of_domain', 'web_traffic', 
  'Links_pointing_to_page', 'Prefix_Suffix', 'having_Sub_Domain', 

'SSLfinal_State','Domain_registeration_length', 'Request_URL', 
'URL_of_Anchor','Links_in_tags', 'SFH', 'web_traffic', 'Google_Index'  
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2.4 Classification 

Classification in machine learning involves the process of categorizing data into predefined classes 

or categories based on the features or attributes of the data. The focus was on categorizing phishing 

URLs using machine learning methods. For instance, a machine learning-based phishing detection 

framework specifically for URLs was developed by K. L. Chiew et al., emphasizing the importance 

of machine learning in classifying phishing URLs [13] and N. Nagy et al. [14]. Below here Table 4 

of classification. 
 

 

Table 4. Classification 

Citation Classification 

[8] Naives Baiyes , Linear regression, Decision Tree, 

Random Forest 

[9] Random Fores,SVM,K-Means, 

Naives Baiyes 

[10] LightGBM 

This research Naives Baiyes, Random Forest, LightGBM 

 

2.5 Parameter Evaluation 
 

The parameter evaluation of the parameters of the for Naïve Bayes, Random Forest, and LightGBM 

algorithms in terms of Accuracy, Precision [15][16]. Below here Table 5 parameter evaluation. 

 
Table 5. Parameter Evaluation 

Citation Parameter Evaluation 

[8] Accuracy, Precision 

[9] Accuracy, Precision 

[10] Accuracy, Precision 

This research Accuracy and Precision 

3. Research Methodology 
 

The methodology for this research consists of are through the four (4) phases such as of data 

preprocessing, features selection, classification and detection. Figure 1 below, shows the research 

methodology of this research. 
 

 

Figure 1. Research Methodology 

 

3.1 Data Preprocessing 

Data preprocessing is a critical phase in machine learning that involves transforming raw data into a 

clean, structured format suitable for analysis by machine learning algorithms. This process aims to 

improve the quality of the data, enhance model performance, and ensure accurate predictions. Data 

preprocessing begins with data cleaning, where missing values, outliers, and irrelevant data are 

identified and handled appropriately. This step ensures that the dataset is free from errors that could 

impact the accuracy of the model. Below here Figure 2 data preprocessing. 
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Figure 2. Data Preprocessing 

 

3.2 Features Selection 

Feature selection is a step in machine learning aimed at enhancing model performance and accuracy 

by choosing the most relevant features from the input data. feature selection methods have been 

extensively researched and applied to various tasks, showcasing their effectiveness in both 

established and emerging applications [17]. Additionally, methods like forward feature selection and 

backward feature selection are widely used to optimize machine learning algorithms such as Random 

Forest and Naives Baiyes [18]. Below here Figure 3 of features selection.  

The provided flowchart outlines a comprehensive machine learning workflow involving data 

preprocessing, feature selection, and model training and evaluation. Initially, the process checks for 

the presence of an 'index' column in dataset 'd1' and removes it if found. Next, it separates the features 

(X) and the target variable (Y). The workflow then assesses whether specific indices are used for 

feature selection; if so, it adjusts these indices to exclude the 'id' column if it exists, otherwise, it 

selects features based on the provided indices. The data is subsequently split into training and testing 

(40-60) sets. 

 

Figure 3. Feature Selection 
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In the model training and evaluation phase, the workflow first trains and evaluates a Naives Baiyes 

classifier with the initially selected features. It then starts a feature selection process using 

SelectKBest to identify the top 'k' features based on their scores, retrieves these features, and trains 

and evaluates a Naives Baiyes classifier using them. Following this, a Random Forest classifier is 

initialized, and Recursive Feature Elimination (RFE) is applied to select the top 'n' features. The 

selected features from RFE are retrieved, their names and model accuracy are output, and a Naives 

Baiyes classifier is trained and evaluated using these RFE-selected features. The workflow concludes 

by outputting the names of the selected features and model accuracy for both feature selection 

methods (SelectKBest and RFE), ensuring a thorough evaluation of the model's performance with 

the best-selected features. 

3.3 Ten (10) Forth Cross Validation 

Ten (10) Forth Validation in a process is for ensuring the accuracy and reliability of the outcomes. 

In the context of research and experimentation, the fourth validation step often involves confirming 

the effectiveness, efficiency, or accuracy of a proposed method or technique. Several studies provide 

insights into different fields where the fourth validation step plays a significant role. Figure 4, Below 

shows the process of 10-fold Cross validation. 

 

Figure 4. Ten (10) Forth Cross Validation 

 

4. Result  

Classification in machine learning is a fundamental task that involves categorizing data into 

predefined classes or categories based on the features or attributes of the data. Various machine 

learning algorithms are utilized for classification tasks, such as Naïve Bayes, and Random Forest. 

The classification is to build a model that can accurately predict the class labels of new, based on the 

patterns learned from the training data.  Below here Table 6, and 7 classification Naives Baiyes, 

Random Forest and LightGBM. 

 

Table 6. Naives Baiyes, Random Forest and LightGBM (Without SelectKBest and RFE) 

Algorithms phishing dataset [9] & uci-ml-phishing dataset [11] 

Accuracy Precision 

Naives Baiyes 57.33% 56.00% 

Random Forest 54.67% 49.00% 

LightGBM 62.67% 61.00% 
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Table 7. Naives Baiyes, Random Forest and LightGBM(SelectKBest and RFE) 

Algorithms phishing dataset [9] & uci-ml-phishing dataset [11] 

Accuracy Precision 

Naives Baiyes 94.24 % 94.51 % 

Random Forest 94.80% 94.56% 

LightGBM 95.00% 95.00% 

 

The table 6 and 7 summarizes the performance metrics for three classification algorithms: Naive 

Bayes, Random Forest, and LightGBM. Naive Bayes achieved an accuracy of 94.24%% and a 

precision of 94.51%%, indicating a strong performance with just over 90% of instances correctly 

classified and positive predictions accurately made. Random Forest outperformed Naive Bayes with 

an accuracy of 94.80% and a precision of 94.56%, prediction. LightGBM further excelled, achieving 

both an accuracy and precision of 95.00%. 

 

5. Conclusion 

The comparative study of Naive Bayes, Random Forest, and LightGBM algorithms highlights their 

distinctstrengths across various applications. Naive Bayes is praised for its simplicity and efficiency 

in classificationtasks, while Random Forest is adept at managing large datasets with complex 

relationships, making it suitablefor tasks like soil texture classification and forecasting. LightGBM 

stands out for its speed and high performancein large-scale tasks such as predicting chemical toxicity. 

Research indicates that Random Forest often excels inmedical predictions, including breast cancer 

survival and acute kidney injury after liver transplantation. Futurestudies should explore the impact 

of dataset size, delve into medical applications, and develop optimizationstrategies to enhance the 

practical utility of these algorithms in diverse fields. For the summaries, LightGBM aremost powerful 

with accuracy the result of LightGBM is 95.00% and precision 94.51%. while Random Forest 

is94.80% and precision 94.56%, and lastly, Naives Baiyes is 94.24% and precision 95.00%. 
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