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1. I ntroduction

Cancer is an abnormal growth of cell (Louise, 20I8ere are many types of cancer such as breast
cancer, lung cancer, skin cancer and colon ca@zercer can be cured if it is diagnosed early and
proper treatment is taken. The skin is an orgahdbparates human body from the environment.
Due to that, skin cancer becomes an ordinary typsaocer that affects humans. The number of
cases of skin cancer is increasing day by day.d&elsers found that the United Kingdom (U.K) is
the fast rising country when it comes to skin campegients. The two types of skin cancer that exist
are melanoma and non-melanoma skin cancer (Wi(@¥1,2). Melanoma is a type of cancer that
develops from the pigment-containing cells knownmmedanocyte (Talantov, Mazumder and Jack,
2005). Non-melanoma skin cancer refers to all tremelanoma types of cancer that occur in the
skin (Wolters Kluwer, 2019). Skin cancers occurs éqposure to sun and also affected from the
genetic problem (Moore, 2001).

In the previous literature, the problem in cladsifya cancer is when the gene expression data is
used (Lu and Han, 2003). Gene expression datanisidered a high-dimensional type of data.
Therefore, the analysis of gene expression iscdiffito conduct because of the big data that
contains noise, redundant data, and unrelatedniaidon of features.

In this research, K-Means and Support Vector Maehiere used to cluster and classify data and
compare the detection accuracy. Clustering invohsssgning data points to a cluster where items
in the same cluster are the same. Therefore, tis¢ect are known by some similarity measures for
example distance, connectivity and intensity (Ngsatk and Anongnart, 2016, Bernhard, 2001).
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2. Literature Review
This section discusses the finding of literaturgaws related to the research.

2.1.  Support Vector Machine

A supervised learning system is the Support Vebtachine (SVM) George et al., 2011. SVM
based algorithms used for identification and regjogsprocessing to analyze data and understand
trends. An algorithm for SVM learning creates atptype that assigns new examples to one or the
other group, rendering it a non-probabilistic ceiogial linear classifier.

George et al.,, 2011 stated that SVM is the besteranlassification system to use. There are
several explanations why in cancer classificati®¥M has the best performance. Next, SVMs
have checked the potential not only to correcthssify organizations into relevant categories, but
also to distinguish situations where the evidermeschot help understand the classification. SVM
has many computational features that make thenmestiag in the study of gene expression,
including their stability in selecting a similariyariable, the lack of solution while dealing with
large data sets, the ability to handle wide figidhces, and the ability to identify outliers. To
construct a classifier the following formula is dse

y(X) = Sign[ k Y (X, Xk) + b] (1)

N
da
k=1
This formula consists of real constant and polyrad8VM degree

2.2. K-Means

K-means is an incremental clustering method whigiadhically integrates one cluster center at a
time by way of a deterministic global search preaamnsisting of N (with N being the width of the

data set) executions of the k-means algorithm feomect initial positions (Lozano et al., 1999).

The K-means method in data mining begins with st fgroup of randomly selected centroids,
which is used as the starting points for each eftusind then conducts iterative (repetitive)
calculations to refine centroidci(and ¢j, ci # ¢j) locations. The new means (centroids) of the
observations are then calculated in the new cleister

(t+1) _ _1 .
T Bt

(2)

m

The calculation shows that the algorithm has cayeemwhen the assignments no longer change.
The algorithm does not guarantee that the optimambe found. The algorithm is often presented
as assigning objects to the nearest cluster bgraist

3. M ethodology

In the first phase which is data pre-processeddéte is collected from GEO database. Melanoma
skin cancer gene expression (GSE3189) is obtaireed the GEO database. Affymetrix Human
Genome U133A Array is the basis of the softwarelu&&SE3189 contains three types of classes
namely normal skin, nevi skin and melanoma (Lu Had, 2003). There are 70 samples in this set
of data. 7 are normal skin, 18 are nevi skin argl rdmaining 45 are melanoma. Next, pre-
processed data is used in the clustering and ffaggiprocess where it uses the Support Vector
Machine (SVM) and K-Means. In phase three, the desuation of paper works, soft materials,
and coding design used in the research are prefratbe form of paper works. The purpose of
documentation is to provide a clear understandmghé readers about the overall flow of the
research.

Mohanavali Sthambranathan et al (Identification of Gene of Melanoma Skin Cancer Using Clustering Algorithms)



ISSN 2722-2039 International Journal of Data Saenc 53

Vol. 1, No. 1, June 2020, pp. 51-56

N
Gene expression of melanoma skin cancer (GSE3189) obtained from

GEO
J

Phase 1: Data pre-process

-

A

Phase 2: Classification & Clustering

Using classification and clustering algorithms (Support Vector Machine

and K-Means )

Phase 3: Performance measurement

{ 1. Analysis and result discussion J

2. Documentation

Fig 1. The overall flow of research methodology

For SVM the first step is to import the datasetbitite R environment. Then, the specific code that
describes the SVM function to plot the graph isduséhe gene expression and selected genes are
used as the input and parameter for the SVM. Thdtsewill be produced in the format of graph.

Length of vector x(x1,X2,%)  js calculated as :

N
[Ix[|= v+ 20+ x5

Direction of vectors

Direction of vector .

Direction of vector X\X1,X2.%3) js calculated as:

Xy X3 X3

A

¢ TRl Tl

Fig 2. This is a mathematical equation used to calctkadength and direction of vector

As for K-Means the same method is used wherediratl the dataset needs to be imported into the
R environment. Next, the K-Means function is usedluster the data of genes into groups. The
results will be produced in 2D representation whkeegenes will be grouped according to the type
of skin. The algorithm works as follows:

Step 1: Choose groups in the feature plan randomly.

Step 2: Minimize the distance between the clustenter and the different
observations (centroid). It results in groups valiservations.

Step 3: Shift the initial centroid to the meantwd toordinates within a group.

Step 4: Minimize the distance according to the gentroids. New boundaries

are created. Thus, observations will move fromgnoeip to another

Repeat until no changes are observed in groups.

Mohanavali Sthambranathan et al (Identification of Gene of Melanoma Skin Cancer Using Clustering Algorithms)



54 International Journal of Data Science NSS322-2039
Vol. 1, No. 1, June 2020, pp. 51-56

K-means usually takes the Euclidean distance betivee features :

distance (x,y) = XM(x; — y,)* 3)

Different measures are available such as the Mtarhdistance or Minlowski distance. It is noted
that K-mean returns different groups each time youthe algorithm. We recall that the first initial
guesses are random and the distances are commiiedha algorithm reaches a homogeneity
within groups. This means that k-mean is very g¢mmesio the first choice, and unless the number
of observations and groups is small, it is almogiassible to get the same clustering.

4. Result and Discussion

There are two types of algorithms used to conchistresearch which is SVM and K-Means. SVM
is the supervised learning models with associatadhing algorithms that analyze data used for
classification and regression analysis. K-meansingple where it groups similar data points
together and discover underlying patterns. Figuran8 4 show the results for the classifiers’
performance.

SVM classification plot
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Fig 3. Result of normal and melanoma for GSE3819/206403uSupport Vector Machine

Figure 3 shows the results of SVM. SVM is a sulxlak supervised classifiers that attempt to
partition a feature space into two or more grodp®e separation boundary is linear, leading to
groups that are split up by lines (or planes) ghkidimensional spaceg.as the response variable
and other variables serve as the predictors. Ttefdame will have unpacked the matxixnto 2
columns nameal andx2. Based on the result, the number of support vedtoé and they are the
points that are close to the boundary or on thengiside of the boundary. The support vector 6 is
the number of o in the graph. The blue color padtdates the melanoma skin genes while the pink
color indicates the normal and nevi skin genes. pbiats that are close to the boundary are
colored blue while the wrong side boundary is pihke wrong side of the boundary shows that
the observed data is sufficiently inconsistentstiows that the dataset is not grouped properly as
the dataset is mixed up as shown in the graph.

Based on figure 4, to perform the analysis, twougsoof skin that contain different genes were
selected. The data is from the same source asdésted using k-means algorithm. According to
the result the genes are clustered into two grduesplains the point variability where a centroid

is the imaginary or real location representing ¢bater of the cluster. The medium size grouped
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-
data is nevi and the largest grouped data is melarskin. A cluster refers to a collection of data
points aggregated together because of certainasitiés. Therefore, by referring to the result in
figure 3, one can conclude that the highest nurabeentroid in one place is considered as normal
cell. According to the datasets there are 45 gdrasare melanoma while 18 are nevi. Therefore,
the clustering process was carried out to idergifyups of similar genes and to group the genes
according to the group to which they belong.
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These two components explain 92.93 % of the point variability.

Fig 4. Result of 2D representation for GSE3819 using Kahe

Thus, the overall results obtained from both SVM &Means show that the graphs produced by
both algorithms are different from one another. éxding to the result of the SVM graph, there
are 2 boundaries that consist of points whichxaaedo. If the value 0fX2 is 0.01 then the value
below it is considered as the data that is sufiittyeinconsistent. As for the K-means graph the
points which are in the number form are grouped into labeled a4 and2. The largest grouped
data is known as melanoma skin according to thedataset calculation.

5. Conclusion

As a conclusion, this research focuses on identifghe result of clustering using K-Means and
Support Vector Machine. It is to determine the hégicuracy of clustering towards the melanoma
data. From the clustering process, the genes willidentified which are most related to the
melanoma skin cancer. In the process of classiffliegcancer, the data sets of genes expression
will be collected. To get the most suitable datatlfids research, the pre-processed data setsevill b
done first. The best genes will be obtained throtlgh process of selecting the features using
limma package that is used to calculate and noralie data. Other than that, the package also
focuses on differential expressed genes analysidind out the accuracy of the selected genes, a
classifier will be constructed once the pre-proedssata sets are done. Based on the results, K-
Means is good at grouping dataset compared to SMié.is because the results obtained from the
K-Means are grouped into two according to theitecia but for SVM the results were mixed.
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